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Abstract

Exporting abroad is much harder than selling at home, and overcoming hurdles

to exporting takes time. Our goal is to identify specific barriers to exporting and to

measure their importance. We develop a model of firm-level export dynamics that

features costly customer search, visibility effects in finding buyers, and learning about

product appeal. Fitting the model to customs records of U.S. imports of manufactures

from Colombia we replicate patterns of exporter maturation. A potentially valuable

intangible asset of a firm is its customer base and knowledge of a market. Our model

delivers some striking estimates of what such assets are worth. Totaling across active

exporters, the loss from total market amnesia (losing its current U.S. customer base

along with its accumulated knowledge of product appeal) is US$ 14.2 billion, more

than twice the value of annual Colombian manufacturing exports to the United States.

About a quarter of this amount is from the loss of future sales to existing customers

while the rest is from the cost of relearning about product appeal in the market and

reestablishing visibility abroad. The frictions we estimate slow down the trade response

to shocks. The 10-year response of total export sales to an exchange rate shock exceeds

the 1-year response by 48 percent.
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1 Overview

Quantitative models of global economic activity rely on trade costs to explain why trade flows

between countries constitute only a fraction of total production. But aggregate data provide

little insight into what these costs are. A recent literature has turned to firm-level evidence

to dig deeper into the nature of barriers to trade and how they influence the evolution of

trade flows, proposing alternative mechanisms. Our objective is to advance this literature

by studying trade flows at the buyer-seller match level, using firms’ match histories, time

intervals between new matches, and match-specific sales trajectories to make inferences about

the role played by different trade barriers. In doing so, we aim to help bridge the gap between

the literature on firm export dynamics and the literature on firm-to-firm connections.

Our primary dataset is the population of U.S. customs records describing imports of

Colombian manufactured products over the period 1992-2009. This dataset allows us to

identify individual U.S. importers (“buyers”), the Colombian exporters who supply them

(“sellers”), and their interactions over time. We can observe, for example, Colombian firms

entering the U.S. market in any given month, and see how each of their match-specific rela-

tionships evolves thereafter. We can also track counts of their successful and failed matches

with U.S. firms. To complement these customs records from the US, we use in parallel

firm-level (but not match level) data on the domestic activity of Colombian manufacturing

firms, including those that do not export, merged with Colombian exports transactions data

that indicate exports by firm and by destination.1 This allows us to connect firms’ exports

to their domestic sales. Finally, we can decompose Colombia’s aggregate exports into the

contributions of individual cohorts of exporters.

These features of our data allow us to estimate a dynamic model that quantifies the

relative roles of different types of trade barriers. Beyond allowing for fixed costs of sustaining

matches, our model admits two frictions that affect firms’ export behavior: endogenous

search costs, and imperfect knowledge of foreign market conditions. It also allows for two

forces that moderate these frictions: “learning effects,” which improve market knowledge,

and “visibility effects,” which reduce search and matching costs for firms with an established

market presence.

The estimated model implies that the fixed costs of maintaining a match are unimportant.

By contrast, learning and search costs are crucial in explaining why few firms engage in

exporting and the evolution of match counts among those that do export. It also implies a

modest role for historic market visibility in determining the costs of searching for new buyers.

The combined effect of learning and (modest) visibility effects implies that accumulating

exporting experience is highly valuable, specially for new exporters.

Simulations of our model yield a number of additional findings. First, luck (in particular

early success) can play an important role in determining firms’ perseverance abroad. For

1Firms’ individual matches in the domestic market could, in principle, have been inferred from Colombia’s
value-added tax records. However, these data are unavailable to researchers.
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instance, accumulating five foreign buyers takes four years for a firm for which its three

first matches evolved into more than one shipment. But a firm with identical productivity

and product appeal takes 37 years if the first two matches generated only a single ship-

ment. Second, a firm’s accumulated knowledge of foreign market conditions, including its

portfolio of foreign clients, can constitute an important component of its intangible capital.

The estimated value of foreign market experience to Colombian exporters in our model is

more than twice as high as annual Colombian manufacturing export revenues. Most of this

value is attributable to knowledge about foreign market appeal accumulated through export

experience. Finally, the aggregate export response to a change in the exchange rate process

is slow. The 10-year response of exports to an exchange rate shock is 48% higher than the

export response after 1-year.

1.1 The model

Our model is a single-agent continuous time representation of firm behavior. It characterizes

two fundamental determinants of firms’ sales in their home and foreign markets: the search

process through which they identify potential buyers, and the evolution of their buyer-specific

relationships, once formed. Below we briefly summarize each component.

As in most endogenous search models, firms must incur costs to connect with possible

buyers. To reduce the expected time between new encounters, they must spend more. In

our formulation, search costs also depend on sellers’ exporting histories. As an exporter

accumulates clients, its increased visibility may reduce the cost of finding more potential

buyers.2 This is the “visibility effect” in search.

Taking stock of search costs, firms choose their search intensity at each moment on the

basis of the expected payoff from a new encounter. This depends in turn on the probability

that the next potential buyer they meet will want their product, and the expected present

value of the earnings stream that will result if it does.

A firm enters a foreign market knowing its own efficiency but imperfectly informed about

its product’s popularity there.3 With each potential client it meets, it receives a signal about

its product’s appeal and it updates its behavior accordingly. This is the ”learning effect.” A

series of buyers who want to do business signals a high level of buyer enthusiasm, encouraging

the firm to search more intensely for new buyers, while a series of rejections indicates lack

of buyer interest, leading the firm to reduce its search effort.

The present value of the earnings stream generated by a foreign relationship depends

2Additional clients may be also be harder to reach, so that having more existing customers means a
higher cost of adding new ones. Our model allows for either possibility, but since we find that firms with
more clients have an easier time adding new ones, we refer to the effect of existing customers on matching
costs as “visibility effects.”

3Efficiency and appeal to costumers are two distinct attributes of firms. Using data for the same Colom-
bian manufacturing firms characterized in this paper, Eslava et al (2024) document that appeal is much more
important than efficiency in determining firms’ revenue growth overall (i.e. not only in exporting). Greater
uncertainty about appeal to foreign vs. domestic costumers is a natural explanation of trade barriers.
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upon the seller’s efficiency, real exchange rate realizations, match-specific shock realizations,

and the match’s duration. These variables are mostly exogenous to the seller, but sellers

optimally choose to end relationships when their expected future earnings stream falls below

the fixed costs of retaining the customer. Unlike those in most trade models, ”fixed exporting

costs” are specific to each relationship rather than the foreign market.

1.2 Data features

Using the method of indirect inference, we target a number of data features to identify

our model. Key for identification of the search cost function are the distribution of match

success rates and the time interval between matches for exporters, each conditioned on firms’

match histories. Matches that result in more than one shipment are deemed “successes.”

Key features for identification of firms’ productivity distributions include the share of firms

that export, the distribution of match-specific sales in the foreign market, and the cross-

firm correlation of foreign and home sales. Finally, key for identifying the match-specific

shocks and the fixed costs of match maintenance are match sales auto-regressions and the

correlation of match death rates with match sales. The model overall fits these moments

and others well.

To motivate our model, and to establish the relevance of our findings for other countries,

we document some features of our data that we do not directly target. First, we show that

patterns of exporter cohort maturation are typical of those reported in earlier studies: most

new exporters exit the foreign market within their first year, but survival rates improve

thereafter, with larger exporters tending to survive longer. Second, turning to the cross-

exporter match count distribution, we confirm that our data exhibit the same “fat tail”

shape that others have found. Finally, exploiting the time dimension of our data at the

match level, we report several data features less commonly noted: match-counts are quite

volatile through time for any given exporter, match separation rates are especially high

among newer and/or smaller matches, and after their first year, matches show no systematic

tendency to generate growing or shrinking sales. Our model qualitatively replicates all of

these untargeted data features.

1.3 Relationship to the literature

A large body of empirical work characterizes firm dynamics in open economies. Alessandria et

al. (2021) provide a recent review. We identify and briefly discuss how our paper contributes

to the most relevant strands below.

Beginning with Dixit (1989) and Baldwin and Krugman (1989), one major strand of the

literature has generated forward-looking exporter behavior by assuming that firms must incur

a one-time sunk cost to break into a foreign market, and they must pay a per-period fixed
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cost to stay there.4 Our model is only loosely related to this formulation. It incorporates

fixed costs, but these are incurred to sustain individual matches rather than to sustain foreign

market presence. Similarly, our model incorporates sunk costs in the sense that the costs of

finding a client are incurred only once for any given match. But matches eventually fail, so

firms that wish to maintain a foreign market presence indefinitely must incur ongoing search

costs.

A second strand of the literature has modeled export dynamics as a process of foreign

customer accumulation (Drozd and Nozal, 2012; Fitzgerald et al., forthcoming; Rodrigue and

Tan, 2019; and Pivetau, 2021). We depart from these papers by exploiting match-level data

to directly observe customer counts, rather than relying on sales to the destination market

as a proxy for the size of firms’ foreign customer base. Beyond providing a direct measure

of a key object of interest, this approach allows us to study the evolution of individual

matches, including their failure rate after the initial shipment. Critically, it also provides us

with a direct measure of exporters’ search intensity, namely, the time interval between their

encounters with potential new clients.

Third, many papers have incorporated learning into firms’ exporting decisions. In some,

firms learn about foreign demand conditions (Nguyen, 2012; Ceberos, 2016; Li, 2018; Berman

et al., 2019). In others, they learn about the reliability of their foreign customers or contract

enforcability abroad (Aeberhardt et al., 2014; Albornoz et al., 2012; Araujo et al., 2016). In

still others, firms learn how to penetrate foreign markets (Schmeiser, 2012; Chaney, 2014) or

simply how to expand their sales in markets they have recently entered (Timoshenko, 2015;

Ruhl and Willis, 2017; Monarch and Schmidt-Eisenlohr, forthcoming). These papers all offer

evidence that learning is important, though they mostly formulate models in which learning

is the main source of dynamics. We add to this literature by nesting learning about demand

conditions in a more general model that admits other reasons for dynamic behavior. Further,

while nearly all of these papers treat the unit of analysis as the firm-year-country-destination,

we treat each new match within a foreign market as the delivering an informative signal.

Fourth, our work contributes to the literature on firm-to-firm international trade. Much

of this is summarized by Bernard and Moxnes (2018). More recent contributions include

Heise (2019), Bernard and Dhingra (2019), Sugita et al. (2023), Monarch (2022), Eaton et

al. (2022a, 2022b), and Alviarez et al. (2022). Most of these papers assume frictionless

matching up to an exogenous fixed cost to focus on assortative matching patterns, supplier

switching, and/or pricing strategies.5 Our focus is instead on micro-foundations of the

matching process, so we assume random matching and exogenous mark-ups.

Fifth, our model delivers estimates of shipment frequencies and shipment sizes, and thus

relates to earlier studies that do the same (Alessandria, et al., 2010; Kropf and Saure, 2014;

4Alessandria et al. (2021) thoroughly explore the properties of sunk cost/fixed cost models and provide
references.

5Eaton et al. (2022a, 2022b) are exceptions. They also invoke search frictions and visibility effects to
characterize buyer-seller matches, but both papers omit learning, match maintenance costs, and dynamic
match-specific earnings streams.
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Hornok and Koren, 2015; Bekes et al, 2017, Blum et al. 2019). But unlike some of these

studies, it does not incorporate an optimization problem that generates a trade-off between

these two variables, and we do not attempt to estimate fixed shipment costs. (Implicitly,

frequencies are chosen by buyers and taken as exogenous by sellers.) We do let shipment

hazards and average sizes vary across markets (home versus foreign), but without shipment-

level data describing firms’ domestic transactions we are forced to base these cross-market

differences on estimates from Alessandria, et al. (2010).

Sixth, because we aggregate the behavior of individual firms to simulate export tran-

sition paths, our paper is related to papers that micro-found export dynamics in general

equilibrium. Examples include Alessandria and Choi (2007, 2014, 2019), Ruhl (2008), Atke-

son and Burstein (2010), Drozd and Nozal (2012), Burstein and Melitz (2013), Alessandria

et al. (2014), Impullitti et al. (2013), Arkolakis (2015), Handley and Limao (2017), and

Fajgelbaum (2020). Of course, by basing our simulations on a single-agent model, we miss

the feedback effects on market aggregates that these models capture. Subject to this caveat,

the payoff to our approach is that we are able to simultaneously quantify the role of standard

search costs, learning, and visibility effects in shaping export responses.

Finally, our work contributes to the small literature that infers the value of firms’ in-

tangible capital from observable features of their life-cycles. Atkeson and Kehoe (2005) use

an industrial evolution model to do this, treating firms’ discounted lifetime earnings net of

factor costs as offsetting (on average) the cost of intangible capital. Closer to our inferences,

Monarch and Schmidt-Eisenlohr (forthcoming) infer the value of an exporter’s match with

an importer as the discounted expected profit stream it generates. Our approach differs

from theirs in that we use firms’ value functions to measure the capital losses firms would

suffer if their portfolios of foreign buyers were to disappear. (These losses come partly from

the search costs of replacing them, and partly from the earnings losses that accrue until a

comparable portfolio is restored.)

2 Firm-Level Trade: Transaction-Level Evidence

In this section we document a number of facts in our data which will motivate our modeling

choices. The exporting behavior of Colombian firms is typical and confirms facts known from

the literature. For example, there is intensive churning and a plethora of one-time exporters

with small shipments, and that the distribution of client numbers is strongly right-skewed.6

In addition, our match-level data offer insights regarding the dynamics of the distribution of

number of clients and the dynamics of single matches.

6Bernard et al. (2017), Bernard and Moxnes (2018), and Alessandria et al. (2021) reference and discuss
many of the more recent studies. Studies of particular relevance to our paper are cited in the discussion
below.
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2.1 Data

We base our analysis on comprehensive data from the U.S. Census Bureau’s Longitudinal

Foreign Trade Transactions Database (LFTTD), which covers all commercial shipments into

and out of the United States, extracting shipments from Colombia during 1992-2009. Each

transaction record includes a date, the US dollar value of the product shipped, a 6-digit

harmonized system product code, a quantity index, and, critically, an ID for both seller and

buyer.

These IDs allow us to identify the formation and dissolution of business relationships

(“matches”) between an individual buyer in the U.S. and seller in Colombia. To identify the

U.S. importer we use the buyer’s Employment Identification Number (EIN).7 To identify the

Colombian exporter we used the manufacturer’s identification code.8

We limit ourselves to transactions between non-affiliated trade partners and consider only

imports of manufactures.9 Our final data set, spanning the years 1992-2009, contains 26,625

unique Colombian exporters, 12,921 unique U.S. importers, and 42,767 unique trading pairs.

Value data have been deflated to 1992 prices using the U.S. CPI.10

In addition to U.S. customs records, we use establishment-level survey data from Colom-

bia’s national statistics agency, Departmento Administrativo Nacional de Estadistica (DANE),

merged with exports transactions data from the Colombian tax and customs administration

(DIAN). The DANE data provide annual information on the total sales and other charac-

teristics of all Colombian manufacturing plants with at least 10 workers. 11 The merge with

the DIAN transactions data allows us to break up total sales into domestic and exports,

and the latter into total exports and exports to the US. We use these data to characterize

the size distribution of Colombian plants, the fraction of Colombian plants that export to

7There are two ways to track U.S. importers in the LFTTD: EINs and the firm identifiers in the Lon-
gitudinal Business Database (“alphas”). Though an EIN does not necessarily identify a complete firm, it is
unique to a firm, and there is an EIN associated with every import transaction. An alpha maps to an entire
firm, but the match rate between trade transactions and alphas is only about 80 percent (Bernard, Jensen,
and Schott, 2009). We use EIN’s to maximize coverage.

8This variable is based on Block 13 of CBP form 7501, the import declaration form. Customs brokers
are required to input the data. This field is an amalgamation of the manufacturer’s country, company name,
street address, and city. Anecdotal information from customs brokers indicates that commonly used software
constructs the code automatically from the name and address information entered in other fields. So this
variable is sensitive to differences in how exporters’ names and addresses are recorded as they pass through
customs, and shipments from the same exporter can appear to originate from distinct Colombian firms. To
gauge the importance of this problem, we’ve conducted various checks on the matches based on this variable.
Appendix B explains these checks.

9We thus exclude oil and coffee, which constitute the bulk of Colombian exports to the U.S. The National
Federation of Coffee Growers centralizes coffee exports. A few players also dominate oil exports.

10Because of disclosure restrictions, as well as our exclusion of non-manufactures and trade between
affiliated parties, we cover only a fraction of the total value of Colombian exports to the U.S. Table 18
in Appendix B compares patterns in our sample to patterns in aggregates from both U.S. and Colombian
official sources.

11Since the Colombian data have been used widely in other studies, we don’t provide further description
here. We do not have data on the buyers other than the international transactions data.

7



the US, and, among exporting plants, the relationship between exports and domestic sales.

Confidentiality restrictions keep us from merging the data from Colombian sources with the

transactions data from the US side. We therefore use the two sources separately.

As is usual in the literature, the tables we report in this section treat a buyer- seller pair

as “matched” during a particular calendar year if it executes at least one transaction. When

estimating our model we will distinguish between all matches and “successful matches” or

“established relationships”, which are those that go beyond a single shipment.

We now turn to some key patterns in the data that we seek to capture in our modeling and

estimation. The features described in sections 2.2 and 2.3.1 show that our data reproduces

patterns now standard in the literature, while sections 2.3.2 and 2.3.3 introduce more novel

patterns.

2.2 Cohort maturation

Following Brooks (2006), Table 1 reports average patterns of maturation across cohorts of

Colombian exporters of manufactured goods to the United States. Since maturation patterns

vary little across individual cohorts, we’ve averaged across the seven cohorts entering each

year between 1993 and 1999.

The second row of the Table implies that, on average, only 29 percent of the firms that

entered initially (year one) continue exporting the next year (column 1), yet these survivors

generated 11 percent more export revenue in year two than the entire cohort did in year

one (column 2), because sales per survivor were 3.77 times as large in year two as sales per

cohort member in year one (column 3).

Table 1: Average aggregates by cohort age

Cohort age Exporters Total Exports Average Exports

1 year 1 1 1

2 years 0.29 1.11 3.77

3 years 0.18 0.93 5.03

4 years 0.14 0.67 4.66

5 years 0.12 0.63 5.18

6 years 0.10 0.51 4.99

7 years 0.08 0.50 5.72

8 years 0.08 0.45 5.91

9 years 0.07 0.39 5.58

10 years 0.06 0.40 6.58

Notes: Based on LFTTD customs records, U.S. imports of manufactured goods from Colombia,

1992-2009. Figures for cohorts aged 2-10 are relative to the corresponding figure for one-year-old

cohorts.

Subsequent rows apply to subsequent years of exporting by members of that cohort, all
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relative to the cohort’s entry year.12 After the first year, survival rates are much higher, with

the average attrition rate falling below 40 percent between the second and third year and

continuing to drop thereafter. Aggregate exports (column 2) decline more gradually than

cohort membership in the typical new cohort after the second year, reflecting a combination

of selection effects—larger exporters survive with higher probability—and growth in the

sales of surviving firms. So after 10 years, the typical cohort has lost 94 percent of its initial

exporters but still delivers 40 percent of its initial sales, with sales per 10-year survivor

reaching 6.6 times sales per exporter in the cohort’s first year (column 3). Taken together,

these patterns conform to those that have been reported in a number of other studies.13

2.3 Patterns of buyer-seller matches

We now characterize buyer-seller matches during 1992-2009.

2.3.1 Number of clients distribution

Mirroring a now standard finding in the literature, the distribution of buyers per exporter

in our data is heavily right-skewed.14 The first row of Table 2 presents that distribution

in our data (averaged over 1992-2009). Roughly 80 percent of matches are monogamous in

the sense that the buyer deals with only one Colombian exporter and the exporter ships

to only one buyer in the United States in a given year. However, since the remainder of

the matches are polygamous, the average Colombian exporter sold to around 1.3 U.S. firms

per year while the average U.S. buyer bought from around 2.3 Colombian firms per year.

Only 3% of exporters had 4 or more buyers, and the fraction of those with over 6 buyers is

negligible. 15

12Appendix tables A.1-A.3 provide a breakdown of the numbers appearing in Table 1 by year of entry in
the 1992-2009 period.

13Also studying Colombia, but using different time periods and data sets, Brooks (2006) and Eaton,
et al. (2008) report similar tables with similar patterns. Papers that report relatively high exit rates for
new exporters include Arkolakis (2016) for Brazilian exporters, Araujo et al. (2016) for Belgian exporters,
Kohn et al. (2016) for Chilean exporters, Fitzgerald et al. (forthcoming) for Irish exporters, and Piveteau
(2021) for French exporters. Papers that report growth in firm-level exports with market tenure include
Araujo et al. (2016) for Belgian exporters, Ruhl and Willis (2017) for Colombian exporters, Fitzgerald et
al. (forthcoming) for Irish exporters, Alessandria et al. (2021) for Colombian and U.S. exporters, and both
Berman et al. (2019) and Piveteau (2021) for French exporters.

14Right-skewed buyers-per-exporter distributions are reported by Bernard et al. (2018) for Norway,
Carballo et al. (2018) for Costa Rica, Ecuador and Uruguay, Benguria (2021) for Colombia, Eaton et al.
(2022a) for the United States, and Eaton et al. (2022b) for France. The concentration of export sales among
a handful of firms has been noted in many papers. Early references include Bernard et al. (2007) for the
U.S. and Mayer and Ottaviano (2007) for France, Germany, Italy, Hungary and the UK.

15It is also worth noting that the number of Colombian exporters in our sample grew at roughly 2 percent
per year, from 2,232 in 1992 to 3,300 in 2009, while the number of U.S. importing firms grew by 3 percent
per year, from 1,190 to 2,079 (Appendix A, Table 17. The number of Colombian exporter-U.S. importer
pairs (representing at least one transaction between them in a year) also grew at an annual rate of 2 percent.
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Table 2: Client Distribution

1 2 3 4 5 6-10 11+

Data 0.778 0.116 0.043 0.021 0.011 . .

Erg Distribution 0.792 0.112 0.031 0.016 0.009 0.022 0.016

Notes: Second line based on transition probabilities reported in Table 3

2.3.2 Transition probabilities

We now exploit our detailed data on matches to characterize the evolution of an exporter’s

relationships. We begin with the question of how stable are exporters’ match counts. Except

for the case of market exit, firm-level transitions across buyer counts have not been widely

reported.16 Table 3 gives the probability with which a Colombian exporter (with the number

of clients in the first column) transitions to the indicated number of clients (along the rest

of the corresponding row) the following year. We classify a firm that stops exporting but

re-appears as an exporter sometime later in our sample period as “dormant”, in contrast

with a firm that doesn’t appear again in our sample, which we classify as “out”. We treat

the pool of potential entrants as firms that ever appear as exporters in our sample.

Table 3: Transition Probabilities, Number of Clients

t \t+1 Out Dormant 1 2 3 4 5 6-10 11+

Entrant . . 0.932 0.055 0.009 0.002 0.001 0.001 0.000

Dormant . . 0.876 0.100 0.015 0.008 . . 0.000

1 0.539 0.080 0.321 0.048 0.010 0.002 . 0.001 .

2 0.194 0.077 0.375 0.241 . 0.024 0.009 0.004 .

3 0.090 0.042 0.220 0.271 0.210 0.092 . 0.027 .

4 0.059 . 0.129 0.216 0.215 0.184 0.083 0.095 .

5 . . 0.095 0.184 0.181 0.181 0.126 0.178 .

6-10 . . 0.039 0.073 0.089 0.123 0.157 0.419 0.073

11+ . 0.000 0.000 0.000 . . . 0.432 0.526

Notes: Based on LFTTD customs records, U.S. imports of manufactured goods from Colombia,

1992-2009. Figures are cross-year averages of annual transition rates. Confidentiality restrictions

prevent us from reporting numbers for cells that are too sparsely populated.

16Eaton et al. (2022a) is an exception.
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Like sellers’ exporting stints (Table 1), most buyer-seller matches are short-lived. Even

among those matches involving more than one shipment, the overall year-to-year death rate

is roughly 40 percent, as we show later.

Among first-time exporters, roughly 93 percent sell to only one firm in their first year

(first row).17 Of single-buyer exporters, 62 percent don’t export the next year, while only 6

percent go on to establish a larger number of relationships. For firms with 3 relationships

in a year, 12 percent move up to a larger number the next year, but 67 percent lose clients

on net. Firms starting with other client counts also, on average, move to a smaller number

the following year. Hence, in addition to an enormous amount of churning among smaller

exporters, we see a general tendency for firms to lose clients on net from one year to the

next.

What does this pattern of entry and growth imply about the ergodic distribution of

relationships? The second row of Table 2 gives the ergodic distribution implied by the

transition matrix in Table 3 under the assumption that the number of new entrants equals the

number that exit. The ergodic and actual (first row) distributions are very close, suggesting

that over our period the transition process has been quite stationary. Both distributions

are very nearly Pareto, reflecting the coexistence of many small scale exporters with a few

“super-exporters.”

2.3.3 Match maturation

We now turn to the issue of within-match dynamics. Table 4 sorts matches into quartiles

according to first-year sales, reporting year-to-year separation rates. In addition to the very

low overall survival rates, two patterns stand out. First, the higher the quartile of initial sales,

the lower the annual separation rate for the next four years. Second, survival probabilities

rise year after year across the four quartiles.18

17Many of these matches involve a single shipment. As we will show later, the overall match success rate
(i.e., shipping to that buyer more than once) is roughly 41 percent.

18Monarch and Schmidt-Eisenlohr (forthcoming) also report very high separation rates for matches, espe-
cially in their fist year. Araujo et al. (2016) report a positive association between Belgian exporters’ survival
in a new market and their initial market-wide sales, though they do not use match-level data.
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Table 4: Separation Rates, by Age of Match and Initial Sales

1 year 2 years 3 years 4 years 5+ years

Quartile 1 82.9 63.2 57.3 55.0 49.7

Quartile 2 75.6 58.4 49.4 46.8 43.7

Quartile 3 67.7 52.1 44.6 40.8 37.6

Quartile 4 52.1 44.5 40.3 39.2 36.7

Notes: Based on LFTTD customs records, U.S. imports of manufactured goods from Colombia,

1992-2009.

Figure 1 shows average annual sales per match, broken down by initial sales quartile,

match age and total life span: less than one year (life=0), 1 to 2 years (life=1), and so

forth. For each cluster of bars, the left-most bar corresponds to sales in the initial year of

the match, the next bar corresponds to sales during the second, and so forth. The vertical

axis is in log scale to facilitate comparisons across panels, but be mindful that this tends to

mask growth within panels for the bare eye.

The first message is that initial sales are a good predictor of sales in subsequent years,

conditioning on survival. Annual sales in later years rise monotonically with sales in the first

year across quartiles. Second, sales tend to jump from the first to the second year, in large

part because observations on a match’s first year correspond to less than a full calendar year

(Bernard et al. (2017)). An analogous effect is at work in the final year of a match’s life.

Looking at complete-year observations reveals a tendency for annual sales to grow among

matches that start small and survive, but not so much for matches that start in the largest

quartile. Finally, looking across matches with different life spans, those that survive more

years tend to have higher sales in all (full) years than matches that fail relatively quickly.

This pattern is robust across matches in the different quartiles of initial sales.

Within-match growth, although present for longer-lived matches, is not spectacular. It

tends to remain below 25% annually for the average match.19 It thus seems that the signifi-

cant growth in firms’ total exports is mainly due to changes in their portfolio of buyers.

19Consistent with this finding, Monarch and Schmidt-Eisenlohr (forthcoming) show that the relationship-
specific sales of exporters to the U.S. grow only modestly after their first year (Table 7 and Figure 4). Also,
using Norwegian customs records, Bernard et al. (2018) find that ”[t]he buyer margin explains a large fraction
of the variation” in destination-specific aggregate exports. Further, looking across Norwegian exporters in a
given destination market, they find that ”better connected sellers are not selling more to their median buyer
. . . [than] less well-connected sellers.”
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Figure 1: Average sales per match, by initial size quartile, age, and total lifespan
of match,

Notes: Based on LFTTD customs records for manufactured goods imported from Colombia, 1992-
2009. Each group of bars represents a total match lifespan. Within a group, the left-most (second
from left) bar represents per match average annual sales of matches in the initial(second) year, and
so forth.

3 A Model of Exporting at the Transactions Level

We now develop a dynamic empirical model that is motivated by the data patterns presented

in the previous section. Costly search will account for the tendency of firms to only gradually

expand in export markets. Learning about product appeal abroad will help explain the

shakedown process that each new cohort experiences. The dependence of search costs on

successful export experience will help account for the right-skewed tail of client distributions

in the data.

Our primary focus is understanding the dynamics of buyer-seller relationships between

exporters from one country (in our case Colombia) and importers in a single foreign market

(in our case the United States). Hence the model developed in sections 3.1, 3.2, and 3.3

applies to firms from a single source selling in a single foreign destination. We show in section

3.5 how to generalize the model to accommodate multiple foreign destinations, though we
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don’t have the data to pursue this extension here.

With a single source and destination, our model provides a means of dissecting the

dynamics of aggregate bilateral exports into, first, the sales of individual exporters and,

then, into exporters’ sales to individual clients.

In presenting the model we first consider the relationship between a seller and an individ-

ual buyer. Having derived the seller’s return from a relationship with an individual buyer,

we turn to its learning about the popularity of its product in that market, i.e., the chance

that a potential buyer there likes its product. Finally, we characterize its search for buyers.

3.1 A seller-buyer relationship

A relationship is a sequence of shipments from a seller to a buyer. We start with the seller’s

profit from an individual shipment, and then show how the dynamics of these shipments

determine the overall value of the relationship.

3.1.1 Profit from a single shipment

Several features of our model are standard. At any time t seller j can hire workers at a wage

wt in real local currency units, each of whom can produce φj units of output, where φj is

time-invariant and known by the seller. Hence seller j’s unit cost in local currency is wt/φj.

Selling at price pjt in foreign currency units, profit in local currency is

pjt/et − wt/φj, (1)

where et is the indirect-quote exchange rate.

Goods markets are monopolistically competitive with each producer supplying a unique

product. Once buyer i has matched with seller j, the buyer periodically buys from j. Each

shipment generates revenue:

Xijt =

(
pjt
Pt

)1−η

yijtX t, (2)

where η > 1 is buyers’ elasticity of demand, pjt is the price of seller j’s product, X t is the

average spending level among all potential foreign buyers, Pt is the relevant price index for all

competing products in the foreign market, and yijt is a time-varying component of demand

idiosyncratic to the ij relationship.20

We assume that the seller posts a non-negotiable price, charging the optimal markup

over unit cost:21

20Since not all buyers necessarily face the same range of goods and hence the same aggregate price index
P , we can treat i-specific components of the price index as P as embodied in yijt.

21Alternative specifications include bilateral bargaining between buyer and seller, as in Eaton et al. (2022),
and pricing rules that recognize a link between current sales volume and future growth in customer base,
as in Fitzgerald et al. (forthcoming) and Piveteau (2021). To keep our model tractable, and in view of
Fitzgerald et al.’s (forthcoming) finding that exporters’ prices don’t covary with market tenure, we opt for
constant mark-up pricing.
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pjt =
η

η − 1

etwt

φj

(3)

From (1), (2), and (3), the profit for seller j generated by an order from buyer i at time t is:

πijt =
1

η

X t

et

(
etwtη/(η − 1)

φjPt

)1−η

yijt.

We can combine all the macroeconomic variables affecting the profit of any seller from

this source selling in this destination, along with constants, as:

xt =
1

η

X t

et

(
etwtη/(η − 1)

Pt

)1−η

,

where xt is common across all potential buyers in the foreign market. We can then write

(dropping subscripts) the profit from a shipment as:

πφ(x, y) = Πxφη−1y (4)

where the scalar Π allows us to normalize the means of lnx and ln y to zero.

Equation (4) is all we take from our specification of preferences and pricing behavior into

the dynamics that follow. Any set of assumptions that deliver this simple multiplicative

expression for a firm’s profit from a shipment would serve us equally well.

3.1.2 Relationship dynamics

A match can dissolve for two reasons. First, it can simply end exogenously with a constant

hazard δ (due, say, to the demise of the buyer or the buyer’s finding a more suitable or

cheaper substitute). Second, immediately after each sale to a particular buyer, the seller

evaluates whether it’s worth continuing the relationship. Doing so keeps the possibility of

future sales to that buyer alive, but requires paying a fixed cost F .22

When deciding whether to maintain a match, the seller knows its own efficiency φ, the

macro state x, and profit from the current sale, πφ(x, y) to the buyer in question. It can

thus infer this buyer’s current y and calculate the value of the match as:

π̃φ(x, y) = πφ(x, y) + max {π̂φ(x, y)− F, 0} (5)

where π̂φ(x, y) is the expected value of continuing a match that’s currently in state (x, y).

22Fixed exporting costs are standard in the trade literature. Firms typically pay them per unit time to
maintain their presence in a foreign market. Our model departs from this convention. Because it works in
continuous time, and because it characterizes behavior at the match level, our firms incur fixed costs after
each shipment if they wish to keep the associated match active. These costs can be interpreted to reflect
maintenance of the account, technical support, or client-specific product adjustments. Colombian producers
of construction materials interviewed for a related project (Domı́nguez et al, 2023) mentioned that a foreign
buyer may request costly adjustments to a product or require special packaging.
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The seller terminates this match if π̂φ(x, y) < F.23

If the seller pays F to keep a match active, one of several events will next affect the

match: with hazard δ the pair is exogenously dissolved; with hazard λb, the buyer will place

another order; with hazard qXxx′ , x will jump to some new marketwide state x′ ̸= x; or, with

hazard qYyy′ , y will jump to some new buyer-specific shock y′ ̸= y.24

Let τr be the random time that elapses until one of these (match-specific) events occurs.

Given that x and y are independent Markov jump processes, τr is distributed exponentially

with parameter λb + λX
x + λY

y , where

λX
x =

∑
x′ ̸=x

qXxx′ (6)

and

λY
y =

∑
y′ ̸=y

qYyy′ , (7)

are the hazards of transiting from x to any x′ ̸= x, and from y to any y′ ̸= y, respectively.

Then, assuming the seller has a discount factor ρ, the continuation value π̂φ(x, y) solves the

Bellman equation:

π̂φ(x, y) = Eτr

[
e−(ρ+δ)τr

1

λb + λX
x + λY

y

(∑
x′ ̸=x

qXxx′ π̂φ(x
′, y) +

∑
y′ ̸=y

qYyy′ π̂φ(x, y
′) + λbπ̃φ(x, y)

)]

=
1

ρ+ δ + λb + λX
x + λY

y

(∑
x′ ̸=x

qXxx′ π̂φ(x
′, y) +

∑
y′ ̸=y

qYyy′π̂φ(x, y
′) + λbπ̃φ(x, y)

)

Before meeting a new buyer, the seller expects that the buyer will be in state ys with

probability Pr(ys). The expected pay-off to forming a new match for a type-φ seller in

market state x is thus:25

π̃φ(x) =
∑
s

Pr(ys)π̃φ(x, y
s).

The function π̃φ(x), which is identified by data on match-specific revenue streams, deter-

mines a seller’s search intensity.

23Buyers’ needs evolve, as do aggregate shocks in the respective market, so if the seller were to meet the
same buyer after the current match dissolved, a new match with that buyer will ignore previous information.
Such encounter, in any case, is a near-zero probability event.

24Since sales in the data are discrete events rather than flows, we model the buyer’s purchases accordingly.
We think of the buyer not as making use of the products continually but in discrete spurts. For example,
the buyer might be a producer of a product that it makes in batches. At the completion of each batch it
buys inputs for the next batch.

25In our numerical analysis we take the probabilities Pr(ym) to be the ergodic distribution of y implied
by the transition hazards qYyy′ . We could assume that the distribution at the time of the first purchase is
different from the ergodic one.
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3.2 Beliefs about product appeal and learning

We will consider two characterizations of firms’ beliefs about their product’s appeal in foreign

markets. In one, our ”benchmark” case, they update their beliefs as they acquire foreign

market experiences. Thus, there is learning. In the other, our ”known-θf” case, firms know

the appeal of their products with certainty, even before they have met foreign buyers. The

contrast between the two cases allows us to evaluate the importance of learning. Each is

described below.

Beliefs in the benchmark model: A seller searches for buyers in the market antici-

pating that that some fraction θ ∈ [0, 1] of them will be willing to do business with it. Given

market state x, an encounter with a willing buyer generates the expected profit stream worth

π̃φ(x), while an encounter with an unwilling buyer generates a small sample shipment and

nothing more.

Each seller enters the market with an unknown θ drawn from the (common knowledge)

beta distribution:

b(θ0|α, β) =
Γ(α + β)

Γ(α)Γ(β)
θα−1(1− θ)β−1,

where Γ(ϕ) =
∫∞
0

zϕ−1e−zdz is the gamma function (needed to ensure that the distribution

has the proper limits). Given its θ, the probability that a random sample of n potential

buyers will yield a seller a interested customers is binomially distributed:

q [a|n, θ] =
(
n

a

)
θa (1− θ)n−a .

Hence, after meeting n potential buyers, a of whom were interested in its product, a seller’s

posterior beliefs about its θ are distributed:

p(θ|a, n) ∝ q [a|n, θ] · b(θ|α, β),

where the factor of proportionality is the inverse of the integral of the right-hand side over the

support of θ. A firm’s expected success rate after a successes in n trials has the convenient

closed-form representation:

θa,n = E [θ|a, n] =
∫ 1

0

θp(θ|a, n)dθ =
a+ α

n+ α + β
. (8)

As the beta distribution is the conjugate prior of the binomial, this posterior mean converges

to

plim
(a
n

)
= θ

as n gets large.

Our formulation makes it crucial to distinguish between encounters or matches, of which

a firm has had n, and the subset of those encounters that have succeeded in becoming estab-

lished relationships, of which there are a. Section 4.2 explains how we make the distinction
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in the data.

In our formulation a firm learns something about its demand in a market with each

encounter with a new potential buyer, successful or otherwise. We thus depart from other

models with learning in which there is only zero or one signal per period, depending upon

the firm’s market participation (Timoshenko, 2015; Arkolakis et al., 2018; Fitzgerald et

al., forthcoming). Our formulation creates an extra incentive for new entrants to search

intensively, which we quantify in Section 6 below.

Beliefs in the known-θf model: The known-θf model simply amounts to replacing

equation (8) with θaj ,nj
= θj, where θj is firm j’s true draw from b(θ|α, β). It is not nested

by the benchmark model described above, although it involves the same parameters.

3.3 Searching for buyers

A seller continuously chooses a market-specific hazard s with which she encounters a potential

buyer, incurring the instantaneous flow cost c(s, a), which is increasing and convex in s.26

In standard models of endogenous search, the cost of search depends only on the search

intensity, s. But we follow Arkolakis (2010) in allowing the cost of search to also depend on

the accumulated number of established relationships, adapting his formulation to a dynamic

environment. How c(s, a) varies with the number of successful matches a depends on the

relative strength of different forces. The cost might fall with a as successful matches increase

the seller’s visibility with additional potential buyers. The cost might rise if the pool of

easy-to-reach buyers becomes “fished out,” as in Arkolakis’ (2010) original formulation. We

leave it to the data to decide the direction and magnitude of the effect, to which we refer as

a “visibility” effect in search.

To derive the return to search, recall that when the foreign market state is x, a type-φ

seller expects the value of a new successful match to be π̃φ(x), and the seller believes the next

encounter will be successful with probability θa,n. Hence the expected value of an encounter

is θa,nπ̃φ(x)

Let τs be the random time until the next search event, which could be either an encounter

with a potential buyer or a change in the marketwide state xf . Then the optimal search

intensity s for a type-φ firm with foreign market search history (a, n) solves the Bellman

26Interviews conducted with Colombian exporters revealed a variety of activities firms pursue to first
engage with potential buyers in a foreign market (Domı́nguez, et al, 2023). Activities included maintaining
a foreign sales office; paying the exports promotion office to organize visits with prospective clients, and
sending their sales representatives to those visits; sending sales representatives abroad to visit potential
clients on their own; attending trade fairs; paying a researcher to search the web for foreign firms that
purchase products similar to their own; paying browsers to ensure that their site appear near the top of a
search for their product type; maintaining a web site in English. Interviewees also reported that activities
such as traveling to trade fairs or translating their websites to English led to relationships with one or two
clients every few years. Establishing a larger network of clients required much more costly activities.
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equation:

Vφ(a, n, x) = max
s

Eτs

[
−c(s, a)

∫ τs

0

e−ρtdt+
e−ρτs

s+ λX
x

·

(∑
x′ ̸=x

qXxx′Vφ,(a, n, x
′)

+ s
{
θa,n[π̃φ(x) + Vφ(a+ 1, n+ 1, x)] + (1− θa,n)Vφ(a, n+ 1, x)

})]

(Recall that λX
x is given by (6).) Taking expectations over τs yields:

Vφ(a, n, x) = max
s

1

ρ+ s+ λX
x

[
−c(s, a) +

∑
x′ ̸=x

qXxx′Vφ,(a, n, x
′) (9)

+ s
{
θa,n [π̃φ(x) + Vφ(a+ 1, n+ 1, x)] + (1− θa,n)Vφ(a, n+ 1, x)

}]

Applying the multiplication rule for differentiation and using expression (9) for Vφ(a, n, x),

the optimal search intensity s∗ satisfies:

∂c(s∗, a)

∂s
= θa,n [π̃φ(x) + Vφ(a+ 1, n+ 1, x)] + (1− θa,n)Vφ(a, n+ 1, x)− Vφ(a, n, x) (10)

That is, the marginal cost of search equals the expected benefit of a match θa,nπ̃φ(x) plus

the expected value of the information and visibility it generates.

3.4 Mechanisms

Our model brings together several features found in the single-agent literature on exporting

costs. Learning is captured by uncertainty about θ draws, costly matching is captured by

the dependence of search costs on search intensity (s), and visibility effects are captured by

the dependence of search costs on previous match successes (a). Combined, these features

mean that the expected payoff to an additional match exceeds the potential earning stream it

generates for two reasons: Each match informs the seller about the popularity of its product

and, if successful, reduces the cost of finding additional buyers.

The accrual of experience in the model, through both learning and visibility, generates

firm dynamics. All firms know their productivity draws, φj, but before acquiring foreign

market experience, they share the same prior beliefs about their success rates there, θj.

Therefore, upon entering the foreign market, high productivity firms expect high returns

from successful matches, and they all search relatively intensively for clients. However, the

link between productivity and search intensity weakens as firms acquire experience. Some

will experience mostly failed encounters and lower their beliefs about θj, scaling back their

search efforts in consequence. Others will enjoy a string of successes and revise their beliefs

about θj upward, intensifying their search for new customers. Finally, since early signals are

the most informative, the learning incentive to search falls off as firms meet more potential
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buyers.

3.5 Entering multiple markets

So far we’ve focused on firm entry into a single foreign market. We can accommodate firms’

activity across multiple markets, designating a particular market bym. We treat seller j from

a particular source as having an efficiency φj that applies across markets. In contrast, we

assume seller j draws its product appeal measures, θmj , independently, market by market.27

Further, its search efforts, learning, and visibility effects are all market-specific.

Since a seller’s’ profits per match depend on its efficiency, φj, firm sales and profits tend

to be positively correlated across markets. But the randomness of matches and separations,

and the consequences of this randomness in search, makes this correlation imperfect, as the

strings of successes and failures will be different.

Unlike foreign market entry and exit, firm entry and exit are not the focus of our analysis.

Nonetheless, they merit brief discussion. There is a fixed population of potential firms in our

model—each distinguished by a particular combination of productivity and product appeal.

Each “enters” by making its first successful match in either the home or the foreign market,

and “exits” when it goes without matches for at least 12 months. At this point, another firm

steps up with the same productivity-appeal combination and begins searching for clients.

One could call this re-entry, except the new firm does not inherit the knowledge or visibility

of the firm it replaces.

4 Specification for Estimation

To adapt our theoretical framework to the data at hand we make a number of assumptions

about destination markets, search costs, and the stochastic processes that generate exogenous

state variables.

4.1 Destinations

Our source country is Colombia and our destination country is the United States. We use

U.S. customs records to observe the individual shipments of each Colombian manufacturer

to unaffiliated U.S. buyers, and we use Colombia’s Annual Manufacturing Survey to observe

each Colombian manufacturer’s total sales to Colombian buyers. In what follows we indicate

magnitudes specific to the foreign (U.S.) market with m = f and specific to the home

(Colombian) market with m = h.

27Eaton et al. (2011)’s static model also treats firm efficiency as common across markets but demand
shocks as market-specific. While our dynamic model implies positive correlation across destinations in
the cross-section, since we treat φj as time invariant, our model doesn’t deliver any ergodic correlation in
sales across countries over time unless we introduce demand shocks y that are temporally correlated across
destinations.
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Colombian firms typically don’t export to the United States until they’ve sold in the

home market for several years. Since our model implies that learning effects would be largely

exhausted by then, we treat firms as aware of their product appeal in the home market θh

by the time they enter our window of reference.

4.2 Matches and relationships

We treat a firm’s first sale to a new buyer as a “match,” which becomes an “established

relationship” or “successful match” if and only if the firm sells to the buyer again. A one-off

shipment is a “failed match.”28 For each Colombian firm that ever sells in the U.S. market

in our period of observation we can thus keep track of its number nf of encounters with U.S.

buyers, and the number af ≤ nf that succeed in generating additional transactions with the

buyer after the first encounter.

4.3 Search costs

We generalize Arkolakis’s (2010) formulation of search costs to allow for visibility effects,

specifying the cost of searching with intensity sm in market m as:

cm(sm, am) = κm
0

[(1 + sm)]κ1 − (1 + κ1s
m)

κ1 [1 + ln(1 + am)]γ
. (11)

Here am is the number of previous successful matches the seller has had in market m, κm
0 is a

market-specific cost parameter, while the parameters κ1 and γ are common across markets.

Several properties of this function merit note. First, the parameter γ governs how the

number of previous successes affects the current cost of search, with γ > 0 implying a benefit

(a positive “visibility effect”) and γ < 0 consistent with a “fishing out” effect.29 Second,

the cost of search asymptotes to zero in market m as sm goes to zero, so all firms have at

least some visibility in each market, though it many well be too minimal to matter. Third,

given the cumulative number of successful matches, am, the marginal cost of search increases

with s at a rate determined by κ1. Finally, since a
m is the cumulative number of successes in

market m, visibility effects endure, even after a particular match is severed or while a firm

isn’t actively searching.

28This interpretation of the trade data is motivated by Rauch and Watson (2003) and Besedes (2008),
who view small initial shipments as samples that potential buyers use to test potential suppliers.

29To limit the dimensionality of our computational problem, we assume that firms with more than ā
buyers have both (i) exhausted their learning effects and (ii) reap no additional visibility effects from further
matches. We choose ā to exceed the observed maximum a for 99 percent of sellers in the U.S. market, and
we assume learning effects have played out after the first 20 encounters.
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4.4 Exogenous Markov processes

Our model incorporates four exogenous Markov jump processes: xh, xf , yh and yf . We

assume that the logs of these variables follow independent mean-zero Ehrenfest diffusion

processes.30 Because we do not observe match-level data on the domestic sales of Colombian

firms, we impose that the idiosyncratic match shocks yf and yh follow the same process in

both markets. However, we do not impose symmetry on the marketwide demand shocks xf

and xh. This assumption accommodates the market-specific effects of exchange rate shocks,

among other things.

Following Shimer (2005), we facilitate numerical simulation by discretizing the log sup-

port of each jump process z ∈ {xh, xfyh, yf} into 2g+1 possible values a distance ∆z apart:

z ∈ {−g∆z, −(g − 1)∆z, .., 0, .., (g − 1)∆z,∆z}, where g ∈ I+ and 2g + 1 is the number of

mass points. We assume that, beginning from any state z, the hazard that a jump occurs

is λz. And conditional on a jump occurring, we impose that the probabilities of possible

outcomes are given by:

ln z′ =


ln z +∆z

ln z −∆z

other

with probability


1
2

(
1− ln z

g△z

)
1
2

(
1 + ln z

g△z

)
0

.

This implies that for any chosen grid size, the intensity matrices that characterize these

processes are block diagonal with two unknown parameters: λz and ∆z.

5 Estimation

We are now ready to explain how we bring our model to the data.

5.1 Constraints

We impose several constraints that reduce the number of parameters to estimate, to facilitate

identification. First, because revenues at the match level are only observed for matches in

the foreign market, we impose that the product appeal distribution parameters (α and

β) and the fixed costs of sustaining a match (F ) are common to both the domestic and

foreign markets. For the same reason, we assume that the home shipment arrival hazard

(λh
b ) is twice as large as the foreign shipment arrival hazard (λf

b ), and the foreign shipment-

level profit scalar (Πf ) is twice as large as the domestic scalar (Πh).31 Next, we fix the

30The scalar Π in the profit function (4) absorbs the net effect of our mean-zero normalizations.

31We base this figure on Alessandria et al. (2010), who find that ”for the typical product, international
orders to tend to be about 50 percent larger and occur nearly half as frequently as domestic orders” (p.
2310). These figures are unfortunately specific to a U.S. steel wholesaler. Ideally we would have calculated
this ratio from Colombian value-added tax records to track domestic transactions, but it was not possible
to access these data.
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jump hazard for idiosyncratic match shocks (λy) exogenously, given that it proved difficult

to separately identify this parameter and the jump size (∆y).
32 In particular, we impose

λy=0.33 per month. Third, we set the elasticity of demand η to 5 in both markets, implying

that operating profits amount to 20 percent of sales revenue. Fourth, we assume that the cost

function is quadratic (κ1 = 2), since this parameter proved to be poorly identified. Finally,

since endogenous and exogenous match deaths are difficult to distinguish in the data, we

assume that the former are concentrated among young matches, and we set the exogenous

match death hazard δ = 0.326 to be the observed death hazard among matches more than

three years old.

Together, these constraints force all cross-market differences in firm-level sales patterns

to be absorbed through differences in the parameters we allow to be market-specific, namely,

the parameters that govern market-specific aggregate demand shocks, the shipment arrival

hazards, and the cost function scale parameters, κf
0 and κh

0 .

5.2 Estimated parameters and identification

Given the constraints reviewed above, the parameters we need to estimate can be collected

into two groups: those that characterize exogenous random variables, and those that char-

acterize technologies. In addition to the Markov processes for marketwide demands, the

exogenous random variables include firm productivity draws, φ, firm appeal draws, θm, the

Poisson process that generates shipment arrival rates for active matches, and the Poisson

process that generates exogenous match separations. The technologies include the search

cost function, cm(sm, am), the profit-per-shipment function πm
φ (x

m, y), and the fixed costs of

match maintenance, F .

32This was probably a consequence of the fact that most matches don’t live for more than a few years.
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Table 5: Parameters and Identification Strategy

Parameters Key targeted data features

Exogenous distributions

marketwide shocks (xh
t , x

f
t ) λh

x, λ
f
x,∆

h
x,∆

f
x Autoregressions, marketwide expenditures, Table 6

idiosyncratic match shocks (yit) ∆y Autoregression, match-level sales, Table 8, column (i)

firm productivity draws (φi) σφ Autoregression, match-level sales, Table 8 column (i),

Cross-market sales correlation, Table 7 column (iii)

Match exit regression, Table 7 column (iv)

Product appeal draws (θhi , θ
f
i ) α, β Success rate equations, Table 7 columns (i) and (ii),

Cross-market sales correlation, Table 7 column (iii)

Match-level sales dispersion, Table 8 column (i)

Match shipment process λf
b Shipment rates, Table 7 column (v)

Technologies

Cost functions κh
0 , κ

f
0 ,γ Match hazard equation, Table 7 column (iii);

Export rate, Table 8 column (iv)

Export sales share, Table 8 column (v)

Profit-per-shipment function Π Revenue per match, Table 8 column (i)

Match continuation costs F Match exit regression, Table 7 column (iv)

Together with the complete set of econometrically estimated parameters, Table 5 presents

the key targeted moments for each parameter. To estimate these parameters we proceed in

two stages. First, we fit the exogenous jump processes for the market-wide variables xf

and xh using aggregate time series data. Then, exploiting our shipment-level data, we use

indirect inference to obtain the remaining parameters.
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Table 6: Market-wide expenditure dynamics

foreign market home market
AR1 estimates

ln(xft ) ln(xht )
1− µf 0.639 1− µh 0.875

(0.239) (0.188)
σxf 0.1101 σxh 0.0469

Jump process parameters

λf
x 2.527 λh

x 0.875
∆xf 0.069 ∆xh 0.050

Notes: Estimates for both countries are based on detrended annual data, 1991-2007. The
Colombian series was deflated using the implicit price deflator constructed from DANE industrial
survey data. The U.S. series was converted to nominal Colombian pesos using the prevailing
exchange rate and deflated by the same price deflator. Parameter estimates in the lower panel are
imputed from the AR1 estimates in the upper panel. Details are provided in footnote 33.

5.2.1 Estimating observable jump processes

To estimate the jump process parameters that govern the evolution of xh
t and xf

t , we use

aggregate manufacturing expenditure data from Colombia and the U.S. Both are expressed

in real pesos, so xf
t moves partly in response to real exchange rate shocks. These series are,

of course, observed in discrete time. To relate them to the continuous time jump processes in

our model, we assume that each is generated by an independent Ornstein-Uhlenbeck process

of the form:

dz = −µzdt+ σdW (12)

where µ and σ are parameters and W follows a Weiner process. Then we exploit Shimer’s

(2005) result that (12) is the limit of the stationary jump process described above in Section

4.4 with hazard λ = µg and jump size ∆ = σ/
√
λ, given a proper scaling of parameters.33

The upper panel of Table 6 reports estimates of the AR1 processes for market-wide man-

ufacturing expenditures in both countries; the lower panel converts these estimates to values

for λm
x and ∆m

x as discussed in footnote 33. The results imply that xf jumps more frequently

and by larger amounts than xh. This is because innovations in xf reflect movements in the

real exchange rate as well as movements in dollar-denominated expenditures.

5.2.2 Estimating remaining parameters

To estimate the vector of remaining parameters, Λ =
{
Πf , F, α, β, σφ, ∆y, λ

f
b , γ, κ

f
0 ,

κh
0

}
, we use the method of indirect inference (Gouriéroux and Monfort, 1996). For each

33The limit is constructed for (∆
√
ϵ,λ/ϵ, g/ϵ) as ϵ → 0. We approximate µ as 1 minus the root of the AR1,

and we approximate σ as the root MSE of the AR1 residual variation. This establishes an approximate
mapping from OLS estimates of the AR1 parameters for xm

t , m ∈ {h, f}, to the corresponding jump process
parameters, λxm and ∆xm .
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candidate Λ value, we first use the model to simulate the foreign and domestic transactions

of an artificial sample of producers. Then, using these simulated transactions, we construct

a collection of statistics that summarize the relationships we want our model to capture.

Finally, searching the support of Λ, we choose the vector that makes the statistics based on

our simulated data match the corresponding vector of statistics based on the sample data as

closely as possible.

Algebraically, our estimator is:

Λ̂ = argmin [m̄−m(Λ)]′W [m̄−m(Λ)] ,

where m̄ is a column vector of statistics based on sample data, m(Λ) is the analogous

vector of statistics for a model-based simulated dataset, and W is a block-diagonal version of

var(m̄−m(Λ))−1, with each block corresponding to the moments from a particular regression

or descriptive statistic.

Our m̄ estimates and their standard errors can be found in Tables 7 and 8. Most are

regression coefficients, but some are means, shares, or standard deviations. Note that for all

regressions, we target mean values of the dependent variables rather than intercepts.

We now review our reasons for choosing the elements of m̄ listed in Table 5 and the

parameters they help most to identify, organizing our discussion by parameter. We are using

21 sample statistics to estimate a total of 10 parameters, and there is no simple mapping

from the former to the latter. This is especially true in our setting, both because the model

is highly nonlinear and because selection into export markets plays an important role in the

determination of many relevant moments. Accordingly, our discussion serves only to give a

general sense for the logic of our approach. Appendix C provides further details, including

the ”sensitivity matrix” (Andrews, et al., 2017) relating moment perturbations to associated

adjustments in parameter estimates.

Distributions of time-invariant firm effects (α, β, σφ) There are three mutually

independent firm effects in our model: θf , θh and φ. The first two are firm- and market-

specific success rates drawn from a Beta distribution with mean α/(α+β) and variance

αβ/[(α+β)2 (α+β+1)]. They determine the fraction of potential buyers who would form

business relationships with the seller, should they meet. The other firm effect, φ, is common

across markets. Its log is drawn from a normal distribution with mean 0 and variance σ2
φ.

It controls for firms’ productivity and any aspects of their product appeal that are common

to both markets.

What features of the data identify α and β? Under our assumption that all unsuccessful

meetings generate a single shipment, the success rate, a/n, is observable after each meeting

for each firm in our sample. So, up to selection effects (to be discussed), the mean value of a/n

is directly informative about α/(α+β), and the variance of a/n is directly informative about

αβ/[(α+β)2 (α+β+1)]. Further, the gradient of these statistics with respect to cumulative

number of meetings, n, is informative about the extent to which cohorts skew toward high-
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appeal firms as they mature. That is, it helps us distinguish the benchmark model—which

presumes Bayesian learning—from the known-θf model.

Estimates of all of these moments appear in Table 7. They imply that among firms with

more cumulative experience (larger n), the average success rate is higher (column i) and the

dispersion in success rates is lower (column ii). So in addition to providing evidence on the

distribution of success rates across the population of firms, columns (i) and (ii) suggest that

firms learn about their types as they acquire experience and they adjust their search efforts

accordingly.

For identification of σφ, a large set of moments is relevant. First, the projection of

firms’ log exports on their log domestic sales (Table 8, column iii) is informative about the

variance of φ relative to the variance of θf . The reason is that, unlike θf , φ draws are common

to both markets.34 Second, σφ plays a key role in determining patterns of export market

participation and learning. Inexperienced firms self-select into exporting on the basis of their

productivity alone, and large values of σφ put more of these firms above their participation

threshold, reducing the fraction of firms that are near their entry-exit margin. So large σφ

values affect the match sales distribution, and they make match deaths relatively insensitive

to the signals firms accumulate about their product appeal. For these reasons, moments

that characterize the size distribution and evolution of matches are all helpful in identifying

productivity dispersion.

We summarize these features of the data with a match-level autoregression (Table 8,

column iv) and a regression predicting match deaths (Table 7, column iv). Both control

for partial year effects by including a dummy for new matches and both condition on firms’

market tenure. Finally, because we want our model to capture the dependence of exit rates

on match age that we documented earlier in Table 4, we include match age as an explanatory

variable in the match exit regression. Coefficients on all of these control variables conform

to expectations.

Shipment arrival process (λf
b ) Aside from partial-year effects due to match births

and deaths, the mean number of shipments per match-year is determined by the monthly

shipment hazard, λf
b . This is directly related to the cross-match average log shipment count

per calendar year, 1.176, which we report in column (v) of Table 7.

Shipment sales scalar (Πf ,∆y) Since our log productivity effects (φ) and macro shocks

are normalized to mean 0, we require an additional parameter to allow the model to match

the average log match sales level in the data. Πf plays this role. And for the same reason

that our match autogression (Table 8, column iv) and match death regression (Table 7,

column iv) help to identify productivity dispersion, they help to pin down this parameter.

Match-specific shocks (∆y) Using only cross-match variation in sales, we would have

difficulty distinguishing variation due to match-specific shocks from variation due to firm

34This figure is smaller than typcially reported in the literature. The reason is that it describes exports
to the U.S. market alone. The correlation of firms’ total exports (to all destinations) with their domestic
sales is roughly 0.77.
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effects φ and random shipment arrivals. But within-match time series variation in sales

allows us to do so, and thus to identify ∆y. This variation is captured by the coefficient on

lagged sales and the mean-squared error estimates for our match autoregression (Table 8,

column i).

Match continuation costs (F ) Equation (5) implies that matches terminate endoge-

nously whenever the expected future profit stream they generate is exceeded by the fixed

costs F of maintaining them. This is most likely to occur when match sales are small and/or

matches are new. And the nature and strength of this relationship depends on F . Accord-

ingly, to help identify F we target the regression of match death rates on match sales and

match age in equation (iv) of Table 7. Match age and a ”new to market” dummy variable

are also included in the regression to control for the fact that firms do not incur fixed con-

tinuation costs until they have made their first shipment, and thus tend to exit relatively

frequently in their first year. Our estimates in Table 7 column (iv) essentially summarize the

information in Table 4: death rates are high on average (0.395), fall with match revenues,

and fall with match age–especially after the first year.

Search costs (γ, κf
0 , κ

h
0) Search costs do not affect the likelihood that any given buyer-

seller meeting will lead to a successful match, nor do they affect the earnings stream that

successful matches generate, once formed. So γ, κf
0 , and κh

0 impact the moments we have

discussed thus far only through selection effects, that is, by affecting the distribution of

meetings across the various seller types in their various states.

The these selection effects are quite important, as can be seen in the Andrews et al.

(2017) ”sensitivity matrix” we report in Appendix C. But the influence of the search cost

parameters is more directly reflected in firms’ search intensities, s, which are governed by

the search policy function (10). To exploit this source of identification, we proxy s with the

inverse of the time elapsed until the next match, top-coded at 36 months.35 And we regress

the log of this measure on the log of the firm’s cumulative number of meetings, log(1 + n).

(Refer to column (iii) of Table 7.)

Clearly, the average level of foreign market search, ln s, is informative about the search

cost parameters, γ and κf
0 . But the association between search intensity and experience (n)

should also help with identification. The reason is that sample selection effects induce a

positive correlation between experience and success rates, as discussed earlier, so the corre-

lation between and s and n should be informative about the extent to which firms adjust

their search in response to learning (inter alia).

We cannot use the same strategy to identify the home search cost parameter κh
0 because

we don’t observe individual matches in the home market. Nonetheless, κh
0 is identified sep-

arately from κf
0 because cross-market differences in the search cost function are the only

35We observe this variable once after each meeting for each firm in the sample, excluding the last meeting
in the last sample year. By assigning a 3 year interval to firms with no further in-sample matches, we
effectively treat firms that appear to exit the export market as firms with very low search intensity. (We
of course apply the same convention in our simulated data set when implementing our indirect inference
estimator.)
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means through which the model can replicate foreign market participation rates and the av-

erage share of output that exporters sell to foreign buyers. These are generated by equations

(iv) and (v) of Table 8, respectively. They indicate that about 10 percent of Colombian

manufacturing firms exported to the U.S. during our sample period, and among those that

did so, their U.S. exports amounted to about 16 percent of their domestic sales.

Table 7: Success rates, match hazards, match endurance, and shipment rates

(i) (ii) (iii) (iv) (v)
aij
nij

u2aij/nij
ln(sij) Dexit match

ijt ln(mijt)

mean, dep. variable
0.413

(1.53e-3)

0.091

(2.65e-4)

-3.051

(5.30e-3)

0.395

(2.07e-2)

1.176

(1.42e-3)

ln(1 + nij)
0.093

(2.61e-3)

-0.056

(3.46e-4)

0.837

(8.20e-3)
–

Dnew to mkt
ijt – – –

0.034

(1.17e-2)

lnXf
ijt – – –

-0.031

(1.58e-3)

lnAmatch
ijt – – –

-0.054

(9.02e-3)

lnAfirm
jt – – –

-0.028

(6.53e-3)

sample restrictions nij > 0 nij > 0 t < T − 12 t < T − 12 mijt > 0

obs. (rounded) 35,800 35,800 38,500 23,500 87,000

Notes: All estimates are based on U.S. customs records. The unit of observation for all columns

is seller j’s ith match. Variable definitions are as follows: sij = inverse of time interval between

commencement of match i and the next meeting for exporter j; Dexit match
ijt = 1 if exporter j′s ith

match dies in the current year; aij is the cumulative number of successes for exporter j at the time

of match i; Dnew to mkt
ijt = 1 if exporter j′s ith match is in its first year; Amatch

ijt is the age of exporter

j′s ith match; Afirm
jt is the market tenure of exporter j; Xf

ijt is sales generated by exporter j′s ith

match; and mijt is the number of shipments per year to client i by exporter j.
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Table 8: Home and foreign sales

(i) (ii) (iii) (iv) (v)

lnXf
ijt lnXh

jt lnXf
jt Df

jt

Xf
jt

Xf
jt+Xh

jt

Mean, dep. variable
10.665

(2.36e-3)

– – 0.095

(8.71e-4)

0.162

(2.27e-3)

Dnew match
ijt−1

0.328

(3.84e-3)
- - - -

lnXf
ijt−1

0.826

(1.82e-2)
- - - -

lnXh
jt−1 -

0.979

(2.94e-2)
- - -

lnXh
jt - -

0.344

(1.10e-1)
- -

lnAfirm
jt

0.063

(1.39e-2)
- - - -

root mse 1.2079 0.447 2.477 0.294 0.277

sample restrictions Xf
ijt, X

f
ijt−1 > 0 Xh

jt, X
h
jt−1 > 0 Xf

jt, X
h
jt > 0 Xh

jt > 0 Xf
jt, X

h
jt > 0

observations 25,400 93,729 10,325 113,656 10,838

Notes: Column i is based on U.S. customs records. Column ii is based on data from Colom-

bia’s Annual Manufacturing Survey (EAM). Columns iii-v are based on the EAM merged with

Colombian customs records. Variable definitions are as follows: Dnew match
ijt−1 = 1 if exporter j′s ith

match is in its first year; Afirm
jt = foreign market tenure of exporter j; Xf

ijt = foreign sales volume

generated by exporter j′s ith match; Xf
jt = total foreign sales to the U.S. generated by exporter j;

Xh
jt = total home sales volume generated by firm j; and Df

jt = 1 if firm j is an exporter to the U.S.

5.3 Structural parameter estimates and fit

Table 9 reports estimates of the parameter vector Λ for the benchmark model (columns 1-2)

and the known-θf model (columns 3-4). Both models fit well overall, as can be seen in Figure

2, which plots the simulated moments, m(Λ), against their data-based counterparts, m. (For

ease of visualization we have also plotted the 45° line).36 However, both overestimate the

average log match hazard of -3.05 and underestimate the gradient of the log match hazard

with respect to cumulative matches of 0.84, implying a flatter (albeit positive) relationship

between meeting frequencies and previous successes than we observe in the data. More

strikingly, unlike the benchmark model, the known-θf model overestimates average log match

revenues (14.00 versus 10.67), underestimates the share of firms that export (0.04 versus

0.10), and underestimates the fraction of output exported among these firms (0.10 versus

0.16). Accordingly, we easily reject it in favor of the benchmark model using the Rivers and

36Appendix C reports the data points behind these plots.
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Table 9: Structural parameter estimates

Benchmark model Known-θf model
Parameter value std. error value std. error

log of profit scalar lnΠ -19.635 (1.51e+00) -23.092 (1.094e-00)
fixed cost per shipment lnF -3.784 (4.36e+00) -7.004 (1.43e+00)
First θ distribution parameter α 0.032 (5.02e-03) 0.019 (3.09e-03)
Second θ distribution parameter β 0.192 (5.42e-02) 0.128 (1.77e-02)
demand shock jump size ∆y 0.044 (3.10e-01) 0.053 (5.81e-03)
shipment order arrival hazard λb 1.014 (3.70e-02) 1.042 (1.24e-01)
std. deviation, log firm produc. σφ 2.384 (1.72e-01) 2.942 (7.84e-02)
visibility effect parameter γ 0.046 (1.29e-02) 0.061 (8.45e-03)
home search cost scalar lnκh0 5.132 (5.35e-04) 4.331 (1.70e-05)

foreign search cost scalar lnκf0 15.161 (2.36e-08) 18.020 (1.93e-11)

log of loss function Q̂ 11.691 12.087

Notes: Both models were fit using indirect inference, targeting the statistics in Tables 7-8 and
using a block-diagonal weighting matrix based on their regression-specific covariance matrices.
Standard errors were constructed using the Delta method.

Voung (2002) test statistic.37

The known-θf model has trouble fitting these moments because it has no good mechanism

with which to explain the prevalence of transitory, small scale exporters. In the benchmark

model, all inexperienced young firms above a productivity threshold actively search for clients

abroad. Most learn after a few meetings that they are low-θf types and stop their searching.38

But until they do, they constitute a large fraction of the population of exporting firms. In

contrast, in the known-θf model, such low-θf firms never bother to participate in foreign

markets.

Since the export market participation rate is a heavily weighted target, the known-θf

model uses other (non-learning) mechanisms to generate export market participation.39 Most

importantly, it chooses a higher value for σφ than the benchmark model, making high pro-

ductivity firms relatively common. Similarly, by deviating from the benchmark values of α

and β, the known-θf model put relatively more potential firms in the right-tail spike of the θf

37This statistic is for comparing non-nested models. It takes the form Tn = (
√
n/σ̂n)

[
Q̂1 − Q̂2

]
, where

Q̂1 and Q̂2 are the MSM fit metrics for the two models, and σ̂2
n approximates var

[
Q̂1 − Q̂2

]
. This statistic

has a standard normal distribution under the null E(Q̂1) = E(Q̂2). With model 1 the benchmark and model
2 the known-θf variant, we get Tn =-1,736.6 (treating the weighting matrix W as nonstochastic). Two
caveats apply. First, since the targeted regression coefficients are based on a variety of samples, it’s not
obvious what sample size n we should use for this statistic. We use a very conservative approximation
to the number of firms we base our inferences on (n = 1000), Second, this test statistic doesn’t recognize
randomness in the fit statistics due to simulation.

38Our estimates of α and β imply a bimodal θf distribution, with 75-80 percent of potential firms having
virtually no chance of success, and 7-8 percent having success probabilities near 1.

39The heavy weight reflects this statistic’s small standard error—refer to Table 8, column iv.
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Figure 2: Simulated versus data-based moments

Notes: Simulated figures generated using 50,000 potential firms over a 50 year period.

distribution.40 But by increasing the share of high-φ, high-θf firms among active exporters,

these parameter adjustments compromise the model’s ability to match other moments in

Tables 7 and 8. In particular, average log match revenues become too large, and average log

meeting hazards become too high.41 To partly offset the former effect, the known-θf model

chooses a much smaller profit-per-shipment scalar, Π. And to better match search intensities

among active exporters, it chooses a higher search cost parameter, κf
0 . These adjustments

improve the model’s fit, but it still overstates mean log match sales and the mean meeting

hazard (Figure 2 and Table 21, Appendix C).

Despite their differences, both models deliver similar estimates of many parameters and

thus agree on some basic messages. Note first that the visibility effect parameter γ is positive

and significant in both models, albeit fairly small. This implies firms that have accumulated

successful relationships find it relatively cheap to maintain any particular matching hazard.

We will quantify the importance of this effect on exporter dynamics in section 6 below.

Next consider the monthly shipment hazard, λb. For both models, estimates of this

parameter imply that matches will generate about 12 shipments per calendar year, provided

they are active for the entire period. This seems high relative to the average log annual

shipment count of only 1.18 (Table 7, column v), which implies about 3 shipments per

match year. Yet both models are able to match this figure almost exactly because matches

40Relative to the benchmark model, the known-θf model puts an extra one percent above the θf=0.95
threshold.

41Evaluating the simulated moments at the known-θf model estimates of σφ, α, and β, but otherwise
using the benchmark parameter values, the mean log match sales is 17.77 and the mean log search hazard is
2.97. In contrast, as reported in Tables 7 and 8, the data-based estimates of these moments are 10.67 and
-3.05, respectively.
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Table 10: Cohort evolution: simulated data

Cohort age Firm count Total exports Avg. exports

1-yr old 1.000 1.000 1.000
2-yr old 0.540 0.817 1.511
3-yr old 0.382 0.660 1.728
4-yr old 0.298 0.469 1.576
5-yr old 0.175 0.299 1.711
6-yr old 0.168 0.241 1.431
7-yr old 0.133 0.244 1.836
8-yr old 0.123 0.231 1.879
9-yr old 0.104 0.231 2.231
10-yr old 0.087 0.188 2.156

Notes: Figures for cohorts aged 2-10 are expressed relative to corresponding figures for one-year-
old cohorts.

turn over rapidly: within any calendar year, most matches are either beginning or dying.

Finally, note that the fixed cost of sustaining a match, F , are very small for both models.

This implies that exporters rarely cut off buyers because their orders are too small. 42

5.4 Explaining the untargeted stylized facts

It is instructive to ask how well the benchmark model explains the data-based patterns

reported above in Section 2.1, none of which have been directly targeted. Tables 10, 11, and

12 repeat the statistics reported in Tables 1, 2, and 4, respectively, using data simulated

for 50,000 potential exporters with the benchmark model. Here, to be consistent with those

tables, we follow all matches, regardless of whether they are unsuccessful (single shipment)

or successful.

Consider Table 10 first. Qualitatively, the firm count and average export patterns match

up. The largest drops in the number of exporters occur during a cohort’s first two years,

with cohort size dropping gradually thereafter. Also, exports per firm rise over the entire

time horizon, mainly reflecting selection effects. However, this effect is not as strong in our

simulated data as it is in the sample data. Thus, contrary to the data-based pattern in Table

1, total cohort exports fall in the first year rather than rising. (Thereafter they exhibit the

same gradual decline we observe in the data.)

Table 11 reports the distribution of client counts across exporters implied by our model.

Qualitatively, this distribution exhibits the same shape as in Table 2, inasmuch as the most

common type of exporter has a single client and exporter frequencies decline monotonically

with match counts. And the model replicates the data by giving roughly 99 percent of all ex-

porters 10 clients or fewer. However, the fraction of firms with a single client is substantially

42As noted earlier, F is conceptually different from the fixed exporting costs that appear in most previous
studies. (The standard assumption is that they are incurred to maintain foreign market presence.) Nonethe-
less, our estimate is consistent with the fixed cost estimates reported by Das et al. (2007), which are also
small and insignificant.
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Table 11: Exporter distribution: simulated data

Number of buyers share of exporters cumulative share

1 match 0.462 0.462
2 match 0.234 0.696
3 matches 0.131 0.827
4 matches 0.070 0.898
5 matches 0.043 0.941
6-10 matches 0.050 0.991
>10 matches 0.009 1.000

Notes: Figures give the ergodic distribution of current buyer counts across exporting firms.

Table 12: Match separation rates: simulated data

Match age quantile 1 quantile 2 quantile 3 quantile 4

1-yr old 0.849 0.938 0.929 0.386
2-yr old 0.210 0.402 0.453 0.339
3-yr old 0.375 0.237 0.388 0.348
4-yr old 0.612 0.077 0.306 0.380
5+ yr old 0.425 0.175 0.556 0.317

Notes: Figures are percentages of the exporters in each age-initial size category that do not export
during the following year.

smaller in Table 11 than in Table 2, and the fraction of firms with 2-4 clients is substantially

larger.

Finally, Table 12 reports match exit rates by cohort age and initial size, redoing Table 4

with simulated data. The model replicates the higher failure rates among first-year matches,

and the tendency for matches that begin in the largest sales quartile to fail less frequently

than others. However, Table 4 shows that the match failures drop off smoothly as one

moves from the smallest size quartile to the largest, while our simulated pattern in Table

12 implies that the dropoff occurs between the third (next to largest) size quartile and the

fourth (largest).

6 Quantification of trade frictions

We now use our estimates to quantify trade frictions and illustrate other model implications.

We model three types of trade friction: fixed costs of sustaining matches, endogenous search

costs, and imperfect knowledge about foreign market conditions. We find that fixed costs are

not an important barrier to trade. It costs a firm less than one dollar to maintain a match

after a shipment. We therefore focus on information and search frictions in this section.
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6.1 Search costs, learning, and visibility

For a Colombian firm with no prior success in the foreign market, our results imply that a

search intensity sufficient to yield an average of one new match per year has an annualized

cost of cf (1, 0) = $30,029.43 Because search costs are convex, an expected yield of one new

match every other year costs only cf (0.5, 0) = $ 7,507. To put these results in context, the

simulated average value of a shipment for an exporter in steady state is $ 45,871, and an

active match results in one shipment per month.44

Search costs vary as the firm meets buyers and establishes successful relationships with

them (the visibility effect). Our estimated visibility parameter γ = 0.04 implies that the

costs of search fall somewhat as a firm racks up successes. A firm with ten successful foreign

matches pays cf (1, 10) = $ 28,378 annually for an expected match every year, roughly

five percent less than the cost before its first match. Accumulating ten successful foreign

matches is not easy. The probability of a firm’s establishing a successful relationship with

any given buyer in the foreign market is drawn from a beta distribution, which we estimate

to have mean α/(α + β) = 0.14 and variance αβ/ [(α + β)2(α + β + 1)] = 0.09. Hence,

before acquiring export market experience, a firm expects that roughly 1 in 7 encounters

with a potential buyer will lead to a successful business relationship. All of this implies that,

although there is indeed a visibility effect (i.e. a reduction of searching costs as the firm

accumulates exporting experience), its magnitude is modest.

Besides providing visibility, exporting experience also allows the firm to learn about

the appeal of its products. The left panel of Figure 3 assesses the combined importance

of the learning and visibility effects by evaluating the continuation value as the firm adds

new matches to its exporting history, for different success histories of those matches. The

panel shows the perceived continuation value after each additional meeting for firms with

our highest discretized productivity type.45 These values depend on the firm’s belief at each

moment about its success probability θ̄f , which in turn depends on the number of matches

(n) it’s had already. We show three extreme histories: an unbroken string of successes (blue

line, with a = n), an unbroken string of failures (orange line, where a = 0), and alternating

success and failure (yellow line, n ≈ 2a).

A new match increases or decreases perceived value depending on whether the match is

successful. Perceived value is quite sensitive to signals from encounters with foreign buyers,

especially for neophyte exporters who haven’t yet formed networks or learned anything about

their appeal. As all firms have the same prior before their first match, they all have the

same perceived value, in this case $ 739,784. The first match has the biggest impact on

continuation values, and most of the impact of additional information is gone by the twentieth

match. For example, if its first match is a success, the firm’s value jumps to $ 6,668,762.

43All figures in this section are in 2023 US dollars.

44In this section, all simulated results are from 2000 independent runs of 50 years at our best fit param-
eterization. We call results from the last ten years of the simulation our steady state.

45In our baseline simulation, all exporters are from the highest discretized productivity type.
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Figure 3: Log continuation values conditioned on match history

Notes: Continuation value trajectories for high productivity firms, separately for baseline and
known-theta models. We plot values for only successful matches, alternating success and failure,
and only failures. Continuation values exclude expected profit streams from current relationships.

Failures quickly erase value. After two failed matches, a firm perceives its value to be only

$ 4,273. As discussed above, the estimated distribution of success probability is bimodel

with mass close to zero and close to one, so only a few signals are required for a firm to be

confident it is either high or low appeal.

6.2 Foreign-market amnesia

Another way to quantify the value of exporting experience is to consider the value lost

to Colombian exporters if they were to suddenly forget their foreign-market experience –

to come down with foreign-market amnesia. To do this, we measure the value of a firm’s

experience in the export market, which can be separated into the expected future profits

generated by current business relationships and the knowledge and visibility a firm has

acquired for its future relationships.

Among active exporters, the simulated average discounted value of foreign market op-

erations is $ 6.2 million. But among firms with the same productivity and market appeal

distribution as simulated exporters, but which have no foreign market experience, we get

an average value of foreign market access of US$ 654 thousand. The difference between

these figures of US$ 5.6 million is the average discounted value of foreign market experience,

including both future sales from current relationships and the expected value of future re-

lationships. Thus, the value of foreign market experience is around nine times larger than

the initial value of the firm. This large difference is consistent with research that finds high

costs of entering the exporting market for the first time (e.g. Das et al, 2007).

The value of foreign market experience can be split into the expected discounted future

sales from existing clients and the combined value generated by visibility and accumulated

knowledge about its foreign market appeal θf . Expected future sales to existing customers
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Figure 4: Evolution of success probability belief

Notes: Beliefs of a high-productivity exporter over success probability, and expected learning time.
Top line is three successes followed by two failures. Bottom line is two failures followed by three
successes.

comprise US$ 1.3 million of the difference in values. The remaining US$ 4.3 million reflects

the value of visibility and knowledge about foreign market appeal. Multiplying this value by

the 3300 Colombian exporting firms observed in 2009, the last year of our sample, implies

a total value of US$ 14.2 billion, or about 242% percent of annual manufacturing export

revenues from the United States.46 In other words, accumulated visibility and knowledge of

product appeal in the Colombian non-affiliated manufacturing sector has a value more than

twice as high as annual Colombian manufacturing revenues from the U.S. market.

6.3 The role of luck

Learning and visibility effects can cause two ex ante identical firms to have different long-

term experiences in an export market, depending on whether their early matches succeed.

Because match histories affect continuation values and search costs, luck also affects the

intensity with which a firm searches for new clients.

Figure 4 plots the evolution of beliefs about θf for two high-productivity firms (where,

for simplicity, searching with intensity s results in waiting exactly 1/s years for the next

match). The top line plots perceived appeal from a sequence of three successes followed

by two failures, and the bottom line perceived appeal from two failures followed by three

successes. These sequences of successes and failures have the same probability, and they end

(and start) with the same belief.

The two trajectories have markedly different durations. The time it takes a firm to reach

five meetings depends heavily on luck, in particular the placement of the successes. It takes

four years if the successes come first, but 37 years if the failures come first. This is also

46According to our data from the Colombian manufacturing survey combined with customs records,
Colombian manufacturing export revenues were US$ 5.87 billion in 2007 (in 2023 dollars). This figure
includes both affiliated and unaffiliated manufacturing exports.
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Figure 5: Time to five meetings by placement of three consecutive successes

(a) Baseline (b) known-θf

shown in Figure 5 , which plots the expected time to five meetings when three consecutive

meetings succeed and the other two fail. The x-axis is the meeting at which the firm gets its

first success. For example, if it’s one, the first three meetings are successful, and the next

two fail. In the baseline model (panel a), the discouraged firm takes almost ten times as

long to get to five meetings (37 rather than four years) because it reduces its search intensity

dramatically after its first negative signal. It takes the firm ten years to receive its second

match.

How does luck affect outcomes when there is no learning? Since firms know their success

probabilities, the known-θf version of Figure 4 (not pictured) is simply two horizontal lines

with height θf . But the lengths of these lines still depend on match histories through the

visibility effect on search. This is captured in panel b of Figure 5, for a firm with known

θf = 0.64. In this known-theta case, it takes 2.63 years to reach five meetings if the successes

come first and 2.67 years if they come last. The very modest difference between the good-

and bad-luck cases is due to our small visibility effect.

Comparing the baseline and known-theta cases, luck is more important if firms must

learn about their product appeal abroad. That is, it is the presence of learning that makes

exporting performance so heavily dependent on past luck.

6.4 Comparing learning and visibility

The patterns we’ve depicted so far in this section reflect both visibility and learning effects.

Because our estimated visibility effect is modest, however, most of that combined value is

attributable to learning. To see this, compare the left and right panels of Figure 3, which

depict the exporting continuation value for different match histories. The right panel is

constructed in the same manner as the left panel, but for an economy in which firms know
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their true foreign product appeal from the start. (Note that the units on the vertical axis

differ in the two panels of this figure.) We consider firms with θf = 0.64, corresponding to the

88th percentile of active exporters in our simulated data. Using the estimated “known-θf”

policy function in Table 9, we simulate the continuation values of of such a firm in the highest

discretized productivity type. As in the left panel, the right panel shows the histories of only

successes (blue line), only failures (yellow line), and alternating success and failure (orange

line) for such a firm. In contrast to our baseline model, failure does not affect the perceived

value of a firm with a known θ, since it learns nothing from its experience. Successes still

increase the value of the firm, but only because of the visibility effect. The change in value

as a firm garners experience is much smaller in the known-theta case than what we observe

in the baseline model, which corroborates that the estimated visibility effect is small.

7 Exchange rate shocks

The trade frictions we measure slow the economy’s reaction to a shock. To explore the

magnitude of this effect, we characterize the dynamic response of exports to an exchange

rate shock. We consider a 20 percent devaluation of the Colombian Peso against the US

Dollar. We first look at what happens to an average firm in our simulation. We then turn to

aggregate trade dynamics, breaking down the response into different margins of adjustment.

We conclude with a discussion of the implied short and long-run trade elasticities.

Our results for individual exporters are averages of 2000 50-year simulations in which the

permanent devaluation shock unexpectedly hits at the end of the 25th year. In this section,

we consider the total value of the firm including both the value of current and expected

future relationships. Calculated this way, the mean value of foreign market access of an

active exporter in the year before the shock hits is 5.9 million dollars. The value of the

mean exporter increases 37 percent in the year after the shock. Average exporter value

jumps more than the mechanical 20 percent from the devaluation, because after the shock

exporters search harder and expect to both learn and become visible more quickly.

How do these changes in value translate into aggregate export dynamics? Figure 6

summarizes the results of simulating the aggregate export trajectories associated with the

exchange rate devaluation.47 The permanent 20 percent peso devaluation occurs at the end of

the 25th year (marked period 0 in the figure). Panels a and b break down aggregate export

sales and total matches into three segments: contributions from matches created before

period 0 (yellow area), contributions from matches created after period 0 with exporters

that existed in period 0 (red area), and matches formed after period 0 with exporters that

entered after period 0 (blue area). Panel c breaks down the number of active exporters into

those active before period 0 (red area) and those who entered after period 0 (blue area).

The solid lines show how the boundaries between the shaded areas would have evolved, had

47Our single-agent model abstracts from interactions between exporters in the foreign market. But since
Colombia constitutes a small share of the U.S. spending, such general equilibrium effects are likely negligible.
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there been no permanent devaluation. The dotted lines are fixed at 1.0 and 1.2 to reflect

the mechanical increase in sales from the exchange rate shock. All figures are normalized by

levels in the year before the shock.48

Figure 6: Baseline response to a permanent devaluation: export aggregates

(a) Total sales (b) Total active matches

(c) Total active exporters

Notes: Figures depict aggregate responses to a permanent 20 percent real devaluation at time 0.
Shaded areas in panels a and b reflect contributions of matches that existed at time 0 (yellow),
matches formed after time 0 by exporters that were active at time 0 (red), and matches formed after
time 0 by exporters that entered the foreign market after time 0 (blue). Panel c depicts incumbent
exporters active before time zero (red), and exporters entering after time zero (blue). Thin solid
lines show patterns in the absence of the shock. Dotted lines reflect levels the year before the shock
and 20 percent growth relative to those levels. All series are averages across 2000 simulations.

Panel a describes total export sales. The rapid turnover is striking, both with and without

the shock. In the devaluation scenario, after seven years incumbent exporters lose more than

half of their market share. This churning in our simulation is a reflection of the churning in

the raw data, as documented in Tables 1 and 3. Despite rapid match turnover, adjustments

to the new exchange rate take time to play out fully. In the year after the shock, total sales

expand 31% relative to the year before the shock (Panels a). After five years, total sales are

48Piveteau (2021) provides similar graphs that inspired Figure 6. To highlight the role of learning and
endogenous match separations, we use a decomposition that distinguishes matches to new exporters from
others. Piveteau (2021) distinguishes the consumer margin, the extensive margin, and an aggregate valuation
effect.
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Table 13: Simulated Trade Elasticities

Time since shock 1 year 3 years 10 years
Sales 1.486 1.953 2.072

(0.110) (0.140) (0.171)
Matches 0.698 1.086 1.285

(0.135) (0.155) (0.178)
Exporters 0.466 0.787 0.961

(0.073) (0.098) (0.119)

Notes: All elasticities are based on 2000 simulations of a 20 percent real devaluation of the

Colombian peso. Bootstrapped standard errors are in parentheses.

44% higher than in the year before the shock. The reaction grows over time both because

the total number of exporters adjusts, and also because the number of matches per exporter

increases, as is implied by panels b and c. After 10 years, these effects add an extra 48%

percent to the first-year response.

While it is not immediately apparent from Figure 6, the shares of new matches and new

exporters in each aggregate are nearly invariant to the devaluation shock. Hence, if we were

only interested in the rate at which new exporters displace incumbent exporters, or the rate

at which new matches displace incumbent matches, it would matter very little whether we

were analyzing the aftermath of a permanent devaluation or a period without any regime

switching.

Table 13 reports the short, medium, and long-run trade elasticities implied by the per-

manent 20% real peso devaluation with standard errors based on cross-simulation standard

deviations in parentheses.49 Our long-run sales elasticities resemble Piveteau’s (forthcoming)

and Boehm et al.’s (2020), but they are substantially lower than the long-run elasticities typ-

ically generated by calibrated general equilibrium models (e.g., Alessandria and Choi, 2014;

Alessandria, et al., 2018).50

8 Summary

Research exploiting customs records has generated a robust set of stylized facts regarding

firm-to-firm trade dynamics: First, most exporters are inexperienced, ship small amounts,

and have few foreign clients. Second, the typical buyer-seller relationship lasts only a year

or two, so business connections evolve rapidly, and it’s common to see firms with only a

few clients cease exporting entirely, giving way to the next entering cohort of inexperienced

49Figure 6 shows that effects have stabilized after around ten years. Our long-run estimates are thus
obtained at a 10-year horizon./medskip

50Alessandria and Choi (2014) use a symmetric 2-country dynamic model with endogenous firm creation,
capital accumulation, fixed exporting costs, and iceberg costs. Analyzing movement from a global eight
percent tariff to free trade, they find trade elasticity increases of about five in the short run and eight in
the long run, which is reached in 5-8 years. In a similar model, but with firms’ exporting costs depending
upon their incumbency, Alessandria et al. (2018) estimate a short-run trade elasticity of four and a long-run
elasticity of 11.55. Their model generates transition dynamics over 10-15 years.
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exporters. Third, however, each new cohort contains a small number of firms that survive

and grow many times faster than aggregate exports. They do so not by selling more to the

same clients, but by finding new customers.

We document these patterns for Colombian manufacturers shipping to the United States,

and develop a continuous-time model to account for them. Firms wishing to export must

engage in costly search to find potential buyers, who may either reject their products or form

finite-lived business relationships with them. Buyers who form business relationships with

exporters send them favorable signals about the appeal of their products and, in doing so,

encourage those exporters to search more intensely for additional buyers (learning effects).

Successful business relationships also reduce sellers’ search costs by improving their visibil-

ity (visibility effects). Finally, sellers’ search intensities depend both on their permanent

idiosyncratic characteristics and on market conditions.

Fit using the indirect inference, the model replicates both targeted and untargeted pat-

terns in customs records and allows us to quantify several types of trade costs, including the

cost of searching for potential clients and the cost of maintaining business relationships with

existing clients. It also allows us to estimate the visibility effect of previous successes on the

costs of meeting new clients, and to characterize the cumulative effects of learning on firms’

search intensities and intangible capital stocks.

While our model delivers similar long-run elasticities to other one-sided search models,

the presence of learning means that it takes longer to reach the long run. Aggregate export

dynamics are slowed by search frictions which limit the ability of exporters to connect with

new potential buyers. The reason the long-run effect of learning and visibility is modest is

that they are most important among newer exporters, which account for a small share of

total export volume. Overcoming these frictions is costly, and the older firms that have done

so have accumulated substantial intangible capital.
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Year Colombian Sellers U.S. Importers Pairs

1992 2,232 1,190 3,087
1993 2,058 1,183 2,824
1994 2,073 1,212 2,810
1995 1,945 1,173 2,588
1996 1,867 1,191 2,490
1997 1,877 1,208 2,480
1998 1,930 1,191 2,495
1999 2,110 1,386 2,793
2000 2,583 1,661 3,411
2001 2,609 1,698 3,483
2002 2,824 1,826 3,733
2003 3,346 2,110 4,483
2004 3,745 2,296 5,071
2005 4,130 2,457 5,552
2006 4,175 2,471 5,607
2007 3,984 2,343 5,307
2008 3,565 2,221 4,751
2009 3,300 2,079 4,467

Table 17: Exporters and importers by year
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B Data checks

To investigate the quality of the exporter id (manuf id) in the U.S. import records, we ran

a series of robustness checks. The Colombian and U.S. data overlap for the years 2000-2008

and both contain measures of the value of exports as well as the number of exporting firms.

If the manuf id variable is error-prone and noisy, we would expect the U.S. data to over-

report the number of Colombian firms exporting to the U.S. That is, each time a customs

broker wrongly enters the data in the field, a new firm would be created. Table 18 below

summarizes the total value of exports to the U.S. and the number of Colombian firms, by

year, for each data set.

The datasets align much more closely on value than they do on firm counts. The difference

in value is never more than 10% (and declining) while the firm count difference ranges from

28% to 74%.

To look more closely at the cause of the differences in firm counts, we compared the

number of firms across sources by HS2 categories. The counts in the LFTTD were higher

than the Colombian data in only 28 of the 82 codes and by far the biggest differences are in

HS codes 61 and 62: textiles. In these two product classes the U.S. data identify 4025 more

firms than the Colombian data. If we remove these two sectors from the list, the difference

in firm counts flips and the Colombian data contain 1001 more firms than the LFTTD.

Interestingly, Title 19 of U.S. code requires that the manuf id variable for textile products

represent the manufacturer of the textile products, not an intermediary. That is, for this

sector only, the CBP 7501 form must report the manufacturer, not an intermediary. By

contrast, prior work by several authors of this paper has shown that the Colombian data

report the exporter, which may or may not be the manufacturer. Given that previous

research has shown that developing countries tend to have a disproportionately large share

of small manufacturing firms (Poschke, 2018), it may be that a large part of the reason the

U.S. data report so many more firms in the textile sector is that the U.S. data count many

small manufacturers while the Colombian data may more often report textile aggregators

and intermediaries.

Colombia United States % difference
Year # exporters value # exporters value # exporters value

2000 1775 1038 2721 1140 53% 10%
2001 2026 995 2744 1019 35% 2%
2002 2230 870 2986 855 34% -2%
2003 2800 1113 3579 1119 28% 1%
2004 3035 1379 4002 1415 32% 3%
2005 2861 1554 4288 1438 50% -7%
2006 2689 1665 4361 1552 62% -7%
2007 2420 1540 4175 1496 73% -3%
2008 2161 1570 3758 1474 74% -6%

Table 18: Colombian versus U.S. Customs Records
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As a final check of the integrity of the manuf id variable, and the robustness of our main

results, we experimented with a “fuzzy” version of the manuf id variable that did not contain

any street numbers in the string (a likely source of input errors). The effect is to reduce the

number of Colombian firms in the data, an approximation of fixing a portion of the noise

from data entry errors. Next we re-ran Table 4 with the fuzzy data and compared the results

to the original version.

Using the fuzzy version did not reduce the separation rates substantially (about 6%)

and left the patterns intact. It does not appear that our results are sensitive to a modest

reduction in data entry errors.
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C Model Identification and Fit

Identification Table 19 reports the response of the loss function, Q(Λ̂), to 5 percent pertur-

bations of each parameter. Shocks to most of the parameters have a strong effect on this fit

metric, but the effects of shocks to the jump size (∆y) and the home market search cost (κh
0)

are modest, and the impact of fixed cost (F ) shocks is an order of magnitude smaller still.

Nonetheless, Q(Λ̂) is sensitive enough to these parameters that estimated values of each is

statistically significant different from 0 (Table 9).

The identification of these parameters (and others) can be better understood with refer-

ence to Table 20, which reports the sensitivity matrix proposed by Andrews et al. (2017).

This matrix shows the responsiveness of the estimated parameter vector to perturbations of

the moments.

Note that all of the moments have a large effect on the search cost scalars, κ̂h
0 and κ̂f

0 ,

though in percentage terms their effects are much more modest.51 This sensitivity reflects

the importance of these parameters as determinants of firms’ search efforts, which in turn

influence almost all of the moments we study. Similarly, as a key scaling parameter, Π̂f

responds to most moments. Note also that our estimates of the match exit regression (Table

7, column iv) and the match sales autoregression (Table 8, column iv) strongly influence all

of our parameter estimates. This is because the simulated versions of both regressions are

sensitive to the set of active exporters generated by our model, which in turn depends upon

all of the structural parameters. The influence of the remaining moments is more focused

on subsets of structural parameters. For a detailed discussion, refer to Section 5.2.2 of the

text.

Model fit Table 21 compares the data-based moments reported in Tables 7 and 8 with

their simulated counterparts from the benchmark model and the known-θf model. Discussion

of these results can be found in Section 5.3 of the text.

51κh
0 is order 102 and κf

0 is order 106.

55



Table 19: Loss Function Sensitivity to Parameters

∆Q̂
Π 0.5538
F 0.0007
α 0.2633
β 0.2079
∆y 0.0088
λb 0.2978
σφ 0.7040
γ 0.0384
κh
0 0.0023

κf
0 0.3346

Notes: Figures are loss function responses to parameter perturbations. For each parameter, we
average the responses to a 5 percent upward perturbation and a 5 percent downward perturbation,
starting from the benchmark estimates.
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Table 20: Sensitivity matrix

F̂ Π̂f α̂ β̂ ∆y λ̂b γ̂ κ̂h
0 σ̂φ κ̂f

0

Table 7, equation iv
mean Dexit match 0.458 -9.146 -0.031 0.251 -1.413 -0.631 0.445 5.905E+01 -0.403 8.854E+05
Dnew to mkt -0.736 -5.059 0.009 -0.099 2.972 0.124 0.057 -5.548E+03 0.321 -3.574E+06
lnXf -0.013 -0.739 -0.006 0.041 0.090 -0.008 0.005 -2.792E+02 0.094 3.195E+04
lnAmatch -0.573 -6.584 0.030 -0.215 2.327 0.302 0.130 -4.608E+03 0.197 -5.819E+06
lnAfirm 0.182 6.344 -0.013 0.061 -0.868 -0.245 -0.127 2.267E+03 -0.280 4.240E+06
Table 8, equation i

mean lnXf -0.022 -0.481 0.000 -0.012 0.109 0.028 -0.001 -2.267E+02 0.100 -3.171E+05

lnXf
t−1 0.071 1.527 0.008 -0.026 -0.338 -0.036 -0.006 7.477E+02 -0.228 2.726E+05

Dnew match
t−1 -0.329 5.890 0.015 -0.291 1.000 0.105 -0.016 -9.469E+02 -0.726 2.022E+06

lnAmatch 0.386 -9.710 -0.034 0.380 -1.019 0.644 0.084 2.208E+02 1.197 -4.028E+06√
mse -0.327 4.454 0.016 0.107 1.172 -0.212 -0.075 -1.704E+03 -0.400 1.129E+06
Table 7, equation v
mean ln(m) 0.015 -0.140 -0.001 0.008 -0.051 0.006 0.001 6.561E+01 0.013 -4.896E+04
Table 8, equation ii
lnXh

t -0.043 0.032 0.000 0.000 -0.021 0.000 0.000 4.333E+02 -0.003 7.821E+03
Table 8, equation iii
lnXh

t−1 -0.013 -0.107 0.000 0.002 0.055 -0.002 0.001 -1.102E+02 0.008 -2.602E+04
Table 7, equation iii
mean ln(s) -0.171 0.950 0.006 -0.060 0.626 0.026 -0.003 -9.973E+02 0.066 1.136E+05
ln((1 + n) -0.036 -4.275 -0.002 -0.011 0.209 0.097 -0.006 -5.030E+02 0.260 -7.822E+05
Table 7, equation i

mean( a
n
) 0.003 -0.808 -0.004 0.032 0.025 -0.003 0.010 -1.759E+02 0.070 -9.135E+04

ln(1 + n) -0.050 -1.985 -0.008 0.063 0.282 0.016 0.020 -7.807E+02 0.201 -4.398E+05
Table 7, equation ii
mean (u2) 0.000 0.007 0.000 0.000 -0.001 0.000 0.000 2.491E+00 -0.001 2.163E+03
ln(1 + n) 0.000 0.011 0.000 0.000 -0.001 0.000 0.000 4.221E+00 -0.001 1.798E+03
Table 8, equation v

mean
Xf

Xf+Xd
0.406 2.376 0.007 -0.029 -1.664 0.029 -0.020 3.175E+03 -0.250 5.847E+05

Table 8, equation iv
mean Df -0.004 0.260 0.002 -0.016 -0.001 0.000 -0.002 4.635E+01 -0.034 2.909E+03

Notes: This table reports the “sensitivity matrix” developed by Andrews et al. (2017). It is
calculated as − (G′WG)−1G′W where W is the weighting matrix that appears in the loss function

and G =
∂[m̄−m(Λ̂)]

∂Λ̂′ is the Jacobian of the moment vector with respect to the vector of estimated
parameters. The partial derivatives it contains are calculated as the average of the moment vector’s
responses to a 5 percent upward perturbation and a 5 percent downward perturbation, parameter
by parameter.
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Table 21: Data moments versus simulated moments

dependent variable mean benchmark known-θf

or explanatory variable data model model
Table 7, equation i mean ( a

n
) 0.413 0.580 0.722

ln(1 + n) 0.093 0.057 0.036

Table 7, equation ii mean (u2) 0.091 0.091 0.052
ln(1 + n) -0.056 -0.026 -0.028

Table 7, equation iii mean ln(s) -3.051 -1.515 -1.517
ln((1 + n) 0.837 0.155 0.378

Table 7, equation iv mean Dexit match 0.395 0.215 0.215
Dnew to mkt 0.034 -0.176 -0.246
lnXmatch,f -0.032 -0.070 -0.080
lnAmatch -0.054 -0.121 -0.123
lnAfirm -0.028 0.049 0.021

Table 7, equation v mean ln(m) 1.176 1.136 1.165

Table 8, equation i mean lnXmatch,f 10.665 10.778 13.995

lnXmatch,f
t−1 0.826 0.851 0.927

Dnew match
t−1 0.328 0.621 0.663

lnAfirm 0.063 0.078 0.095√
MSE 1.208 0.877 0.924

Table 8, equation ii lnXfirm,h
t 0.979 0.989 0.995

Table 8, equation iii lnXfirm,h
t−1 0.344 0.522 1.047

Table 8, equation iv mean Df 0.095 0.082 0.038

Table 8, equation v mean Xfirm,f

Xfirm,f+Xfirm,d 0.162 0.165 0.099

Table 7 variables: a is cumulative number of successes, n is cumulative number of matches, u
is the residual from equation i regression, s is the inverse of the time interval between commence-
ment of the current match and the next meeting, Dexit match = 1 if match dies in current year,
Dnew to mkt = 1 if exporter market tenure is less than 1 year, Amatch is age of match. Afirm is
foreign market tenure of exporting firm, Xmatch,f is foreign sales volume generated by match, and
m is match-specific number of shipments per year.

Table 8 variables: Xmatch,f is match-specific sales in U.S. market, Dnew match
t = 1 if match is

in its first year, Afirm is firm export market tenure, MSE is the mean square from equation i,
Xfirm,h is firm sales in the home market, and Df = 1 if the firm is an exporter to the U.S.
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